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A theoretical study of solvent effects on the Y(n—=*) electron transition
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Thel(n— =*) electron transition of acrolein in liquid water was studied theoretically by using the
averaged solvent electrostatic potential/molecular dynamics method. The model combines a
multireference perturbational treatment in the description of the solute molecule with molecular
dynamics calculations in the description of the solvent. We demonstrate the importance of the
solvent electron polarization, bulk solvent effects, and the use of relaxed geometries in solution on
the calculated solvent shift. It is also shown that the inclusion of the dynamic correlation does not
change the solvent shift although it must be used to reproduce the transition ener@n04©
American Institute of Physics[DOI: 10.1063/1.1775182

I. INTRODUCTION Hamiltonian in an averaged way, i.e., we use a mean field
approximation. The basic quantity in the model is the aver-

Acrolein or propenal is the smallesi—g-unsaturated aged value of the solvent electrostatic poter(e8EP. Our
carbonyl compound. The interaction between the carbonyhpproach, referred to as ASEP/Mbenables one to simul-
group and the CC double bond makes it a compound ofaneously optimize the solute charge distribution in solution
marked interest from a spectroscopic and theoretical point adind the solvent structure around it. Another important advan-
view. Its electronic spectrum has been extensively stddiedtage of the method is that the electron degrees of freedom of
by different spectroscopic techniques with WAlsking one  the solvent respond instantaneously to the change in the sol-
of the first authors to describe the complete absorption speerte charge distribution during the transitions, i.e., the elec-
trum of acrolein. The UV spectra of this compound has alsdron solvent polarization is always in equilibrium with the
been studied theoretically witab initio®® and semiempir- solute charge distribution. The method has been imple-
ical method<:® and both the lowest excited states and themented at the multiconfigurational self-consistent-field
high-energy part of the electronic spectrum have been chatMCSCH level and has proven its utility in the study of the
acterized. The effect of solvation on the spectrum has beevertical electronic spectra for formaldehyde, acetaldehyde,
also studied by using a supermolecule apprbamid with ~ and acetone in agueous solutidf?.
the RISM—SCF methddand, more recently, with continuum As application of the method, in this paper we study the
model$® and a hybrid continuum/discrete solvent model. solvent effect on a part of theans-acrolein absorption spec-

Traditionally, two strategies have been followed in thetra, that corresponding to the verticgh—*) electron tran-
study of the solvent effect on electron spectra. In the firstsition. Thes-transisomer was selected because both theoret-
continuum method$ the solvent is characterized by its di- ical and experimental results coincide in indicating that this
electric constant and index of refraction. In the second, quariS the most stable isomer. The verticgh—*) transition
tum mechanics/molecular mechani€@M/MM) methodsl®  Wwas preferred because it involves an appreciable charge dis-
one uses a discrete classical field to represent the solveri@cement that, as has been theoreti¢afly and experi-
Continuum methods, even if they constitute a good QUaIitame”ta”)}(e) proven, originates a blueshift. We shall try to
tive approach to the chemistry of the process being studied%“aly_ze the sqlvent structure around the .solute molecule and
neglect the microscopic structure of the solvent around th80W it determines the nature and magnitude of the solvent
solute and consequently cannot take specific interactions inhift. The. rest of the paper is Organl_zed as followsi in Sec. Il
account. QM/MM methods fill this gap and provide a very W€ explalr'l the procedgre foIIowgd in the calpulat!on of the
detailed description of the solvent structure. However, the0!vent shift. Computational details are described in Sec. Ill;
large number of quantum calculation involved means that th&€¢- IV Presents numerical results and their discussion.
calculation level has to be restricted.

In previous papef$ we have presented a useful method !l. METHOD

for the study of solvent effects on electron spectra. This ASEP/MD is a QM/MM method that makes use of the
method alternates high-level quantum calculations and MGean, field approximation. Its main characteristics have been

lecular dynamicgMD) calculations in an iterative procedure. described elsewhef@Here, we shall detail only those points
The main characteristic of the proposed method is that thﬁertinent to the current study.

solvent perturbation is introduced into the solute molecular 1o getermination of solvent shifts with the ASEP/MD

method involves two self-consistent processes. In the first,
dElectronic mail: maguilar@unex.es the solvent structure and the charge distribution and geom-
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F—— ity to every water molecule, and simultaneously, replaced the
effective water charge distribution used in the MD calcula-
tion (TIP3P for instanceby the gas phase values of the water
l molecule. The dipole moment induced on each solvent mol-
MD calculation ecule is a function of the dipole moments induced on the rest
Ty of the molecules and of the solute charge distribution, and
hence the electrostatic equation has to be solved self-
H+VI¥=E¥ consistently. The process finishes when convergence in the
New geometry and solute and solvent charge distribution is achieved. During the
solute charge electron transition we apply the Franck—Condon principle,
distribution . .
C Gradi‘e'm ro— hence, we consider as.flxed the solute geom(_atry and the sol-
: vent structure around it. However, one permits the electron
degrees of freedom of the solvent to respond to the change in
the solute charge distribution.
—Ne— Converge Sl The total energy of the systenjquantum solute
+polarizable solventis obtained a1k

q _ solute solv
YE U=Ugqt UpgtUppt U, qt U, +URI UG, (D

Y

Here,q refers to the permanent charges of solvent molecules,
p to the solvent induced dipoles, apds the solute charge
density. The two last terms in E@Ll) are the distortion en-
FIG. 1. ASEP/MD scheme. ergies of the solute and solvent molecules, respectively, i.e.,
the energy spent in polarizing them. The different contribu-
tions are

Solute properties

etry of the solute become mutually equilibrated. In the sec-
ond, the solvent electron polarization responds to the 1 -
changes in the solute charge distribution originated by the qu=§2 GV, Upe=—2 Pi-Ef,
electron transition. ' '
As indicated above, ASEP/MD alternates high-level
guantum calculations and molecular dynamics calculations p= —2 pi-Ef,
in an iterative procedure. During the MD simulation the ge-
ometry and charge distribution of the solute and solvent mol- 1 -
ecules are considered as fixed. From the MD data one ob- Udistzz T = EE pi-E|
tains the averaged solvent electrostatic potential that is '
introduced as a perturbation into the solute molecular Hamil- 1
tonian. By solving the associated Sctiimger equation, one 2 4
gets a new solute charge distribution that serves as input for
a new MD calculation. The process terminates when conver-
gence in the solute charges and in the solute energy is PP~ o Ypp:
reached. The procedure is described in Fig. 1. The charges )
that represent the chromophore molecule during the MD :2 a4V :_2 B =
simulation were obtained from the solutionb%olute molecule e P e
wave function by using the CHELPG method. U solute_
The geometry of the acrolein molecule was optimized Udist" = (¥ [Hou[ %)~ <\PO|HQM|\PO>
both in vacuo and in solution. In the latter case, we used avhere¥ and¥° are the in solution and in vacuo solute wave
technique described in a previous pdfemd based on the functions, respectively}? andV? are the electrostatic poten-
use of the free-energy gradient metHdd!’ At each step of tial generated by the solute charge distribution and by the
the ASEP/MD cycle the total gradieri, and the Hessiad,  permanent charges of the solvent, respectively. The electric
were calculated as the sum of the solute and solvent contrfield generated by the solute, solvent permanent charges, and
butions and used to obtaln a new geometry through the eXpolvent induced dipoles are, respectwe&y‘] Eq, and EP
Pressionr, , =+ Hy *Fy. This expression was used itera- The terms that involve the solute molecule are calculated

tively until the gradient converged. The new geometry wasquantum mechanically. The final expression for the total en-
then used to represent the solute molecule during the MIgrgy of the system is

calculation. L . colute
When one is interested in the study of electronic transi- Y ~=Yqqt 2UpgtUpqt2Upp+ Ugist ()

tions it is necessary to perform an additional self-consistenpnce the solvation energy has been calculated for the ground

process. Using the solvent structure and solute geometry olng excited states, the solvent shift can be obtained as the
tained in the first self-consistent process, we couple thgjfference,

guantum mechanical solute and the electron polarization of . slute
the solvent. To this end, we assigned a molecular polarizabil-  8=Uex—Ug=28pqt 8,qF 30,0+ St - 4
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The term 6,4 cancels out because, in vertical transitionsTABLE I Gas phase dipole moments of acroléin Debyes.
where the Franck—Condon approximation is applicable, the
Uqq term takes the same value in both the ground and the

Other authors

excited state. From a practical point of view the Franck— no? uoP 1°(exp)
Condon approximation implies that the first self-consistenig oung state 3.03 3.06 2.90
process(with or without geometry optimizationis carried  Excited state 0.91 1.53

out just for the ground state. However, the second cyclicaT
process that permits the response of the electronic degrees rq'ﬂ
freedom of the solvent is carried out for both the ground and
excited states. We would like to remark that in the previous
version of the methotthe dpq term was missing. As shown A gas phase

below, this term is not negligible and its contribution to the N )
total solvent shift can be appreciable. The transition energy in vacuo was calculated to be 3.97

eV at the CASSCF level and 3.69 eV at CASP{IBing a
Il COMPUTATIONAL DETAILS two-roots. state-average zero-orderlwave fum)tiiﬂhese re-
sults are in very good agreement with experiment that places
We applied the ASEP/MD methodology to study thethis band between 3.7(Ref. 2 and 3.75[Ref. 1(c)] eV.
}(n— a*) transition in thetrans-acrolein molecule. Ground Clearly, the inclusion of the dynamic correlation component
and excited states were described using the CASSCF level @8 compulsory if one desires to reproduce the transition en-
theory with dynamic correlation energy calculated withergy. Our results are almost coincident with those of Aqui-
second-order perturbation theof¢ASPT2. The complete lante et al,> who employed the same level of calculations
active space is spanned by all the configurations arising frorbut a basis set where supplementary diffuse functions were
six valence electrons in five orbitals €60). Contracted included in order to describe Rydberg states, and close to
basis functions based on atomic natural orbtfaldA\NO)  those obtained by Andrade do Morgeal.® 3.74 and 3.85
were used in the calculations. The contraction scheme usesl/ at MR—CISD and MR—CISD-Q levels, respectively.
was C,04s3pld]/H[2s1p]. The initial geometry for ac- Table | lists the dipole moments obtained in the present
rolein was obtained by CASSCF optimization, in vacuo, withstudy as well as those calculated by other workers and the
the aforementioned basis set. Two sets of calculations werexperimental values, when available. The ground state dipole
performed. In the first, the geometries optimized in vacuomoment, 3.03 D, is only slightly higher than the experimen-
(hereafter Geomlwere used for the computations in solu- tal value, 2.90 F® and of the same order of magnitude as
tion. In the second, in solution geometry optimization wasthat published by Thakuet al”® in a semiempirical study.
allowed (hereafter Geom2 When then— 7* transition takes place, a major change in
The MD simulations were performed using the programthe solute charge distribution occurs, the dipole moment of
MOLDY.*® The solvent was represented by 214 TIP3Ra-  the excited state decreases sharply, and hence a strong blue-
ter molecules at fixed intramolecular geometry in a cubic boxshift is expected if the system is immersed in a polar solvent.
of 18.7 A. The solute parameters were obtained by combinThis decrease of the dipole moment is not well reproduced
ing Lennard-Jones interatomic interactighsvith electro- by the semiempirical method.
static interactions. Periodic boundary conditions were ap-
plied and spherical cutoffs were used to truncate the _
acrolein—water interactions at 9 A. The electrostatic interacB- AJueous solution
tion was calculated with the Ewald method. The temperature  \We begin by analyzing the changes induced by the sol-
was fixed at 298 K by using the Noskloovef” thermostat.  vent on the solute geometrigee Fig. 2 As expected, the
Each simulation was run for 150000 time steps wheremain changes are located in the molecular section close to
50000 were employed for equilibration and the 100 000 forthe more polar group, the carboxylic bond. In particular, the
production. A time step of 0.5 fs was used. C-0 bond length increases while the C1-C2 and C1-H
During the ASEP/MD cycle, the quantum calculations|engths decrease. This behavior may be because solution in-
were performed at the CASSCF level of theory using thecreases the contribution of the zwitterionic form of the CO
GAUSSIAN9S packagé® of programs. However, it is knovth  pond.

that to describe correctly electron transitions in conjugated
molecules one must include the dynamic correlation contri-
bution. Hence, once we had obtained the solvent structure
around the solute, we used the CASPT2 method included ir
MOLCAS-5” to recalculate the transition energies and sol-
vent shift values.

is work.
akuret al. [Ref. 7c)].

1.08 1.6
11690 @ : s @

IV. RESULTS 1.07
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. i 121.73  121.83 12171 12244
In this section we present the results of the study of the

e . 4 b
n—a* transition of the conjugated system, both in gas @ ®)
phase and in water liquid. FIG. 2. (a) gas phase geometrgh) in solution geometry.
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TABLE II. In solution dipole moment of acroleitin Debyes. -0.02543_
_. _,0 _ . _ 0
Mg He Apg=pg—ng  Ape=pe He
0.1159 _
Geom 1 4.06:0.12 1.76:0.11 0.97 0.85
Geom 2 3.980.05 1.79-0.09 0.95 0.88

0.1474

Next, we analyze the polarization of the acrolein mol-
ecule in liquid water. Table Il displays the in solution total
and induced dipole moments in both the ground and excitedo-1084
state. The ground state dipole moment evolution during the
self-consistent ASEP/MD process is shown in Fig. 3. One 3"
observes that the dipole moment increases until convergence
is achieved. Then it begins to fluctuate around an average
value of 4.06-0.11 D (Geom1] or 3.98+0.07 D (Geom3. FIG. 4. () S, acrolein charge distribution in gas phasb) S, acrolein
These valuesand the rest of the mean values given in thecharge distribution in water solutiotic) S, acrolein charge distribution in
papej were calculated as the mean value over the last 1@as phaseid) S, acrolein charge distribution in agueous solution.
ASEP/MD cycles, i.e., 500 ps. We also give the rms values.
Even if the dipole fluctuations could be decreased by increas-
ing the length of the simulation time, our experience indi-hydrogen bond between acrolein and a water molecule. The
cates that the average value will stay nearly constant. Thérst peak of the Of)—O(a) rdf appears at 2.75 A, and
use of the optimized geometry in solution or in vacuo hardlygiven that the H—O distance in water is 0.957 A, one can
influences the dipole moment values. The solvent perturbazonclude that the hydrogen bond is almost linear. In Fig. 5, it
tion, however, increases dramatically the dipole moment valean also be observed that the radial distribution function has
ues, by 32% in the ground state case and by 90% in theeveral peaks at long distances, indicating that acrolein im-
excited state. The difference between the dipole moments gfoses a considerable order on the water structure. The calcu-
the ground and excited statéshich is important because it lated coordination number is 2.1. The two pairs of free elec-
determines the solvent shifincreases only slightly in solu- trons of the acrolein oxygen are involved in the formation of
tion, passing from 2.12 Din vacug to 2.24 D(in solution,  hydrogen bonds. These conclusions are independent of the
Geom3 or 2.19 D(in solution, Geom® Figure 4 shows the geometry used for the acrolein molecule.
atomic charges for the acrolein molecule in vacuo and in  Table Il lists the solvent shift and its different contribu-
solution for the ground and excited states. In solution, thdions[see Eq.4)]. The first column corresponds to the sol-
charges on the atoms of the carboxylic group in the groundent shift due to the electrostatic interaction between the sol-
state increase by about 20%. When excited, the charge on thike charge distribution and the permanent charges of the
C atom of the carboxylic group disappears, and the charge asplvent. The second and third columns correspond to the
the oxygen atom is clearly reduced, although this effect isnteraction between the induced solvent dipoles and the sol-
somewhat lower in solution. From these data one can expectte charge distribution and permanent solvent charges. The
that the blue solvent shift of the— #* transition will be  fourth column is the contribution of the solute distortion en-
electrostatic in origin. ergy. The total solvent shift is given in the last column. The

To understand further the nature of the solvent shift it islargest contribution to the solvent shift comes from the inter-
interesting to analyze the solvent structure around the a@ction between the solute and the permanent charges of the
rolein molecule. The radial distribution functions oxygen solvent. However, the contribution of the solvent polarization
(watep—oxygen (acrolein and hydrogen(watej—oxygen (components associated to the induced dipolesalso im-
(acrolein are shown in Figs. 5 and 6, respectively. Theyportant, representing about 20—26% of the total solvent shift
were obtained as average values over the last 10 ASEP/MBepending on the geometry used in the calculation.
cycles. The H{)—0(a) radial distribution function(rdf) The solvent shift is very sensitive to the geometry used
displays a well defined peak at 1.85 A, indicating a strongn the calculation. When the geometry optimized in solution

is used the solvent shift decreases by 1.8 kcal/mol, with re-

0.1297
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° S
w 0.5
a
x
Cycle 0- ‘
0 2 4 6 8 10
FIG. 3. Variation of the solute dipole moment as a function of the number of R(A)

cycles of the ASEP/MD proceduréGeom 1: dashed line, Geom 2: full
line). FIG. 5. Oxygen(acrolein—oxygen(wate radial distribution function.
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1.5 5 for the water—acrolein system. In solution, however, the ther-
g 1 mal agitation shifts the system from its optimal configura-
- tion, decreasing the solute—solvent interaction energy.
g 0.5 - Next, we improved the calculation level by including the
0 ‘ ‘ ‘ ‘ B dynamic correlation energy of the solute. We used the
0 2 4 6 8 10 12 CASPT2 method as implemented in tk®LCAS program

r(A) package. When this component is included, the solvent shift
values become 5:60.5 kcal/mol(Geom2 and 4.5-0.5 kcal/

mol (Geom3. The experimental solvent shift for acrolein in
water was estimated at 4.50 kcal/mol. The inclusion of dy-
namic correlation had a small effect on the solvent shift

spect to the value obtained with the gas phase geometry. Th

analysis of the different components of the solvent shift/en Geoml is used and is completely negligible in the case

shows that the solute—solvent and solvent—solvent interaco-f Geom2. There was a noticeable effect of the dynamic

tions are not affected by the change of geometry, but thgorrelation on the value of the transition energies both in

solute distortion energy changes appreciably. This compo\-’acuo and in solution. Inclusion of dynamic correlation at

nent is the sum of two contributions, one associated to thgqe CASPT2 Ievgl decreased the transitiqn gne_rgies by about
distortion of the solute charge distribution during the polar-_4_5 kca_lllmol. This effect, however, was similar In vacuo and
ization and the other to the distortion of the geometry during? Selution. As a consequence, the solvent shifhich is

the solvation. As observed from Table II, the induced dipoled€fined as the difference between the transition energy in

moments(and hence the distortion of the solute charge disSOlution and in vacuchardly depends on the inclusion of the
tribution) are hardly affected by the change of geometry. wedynamic correlation. The in solutlo_n transition energy is also
can hence conclude that the increase in the solute distortioffy Well reproduced. The experimental- =" band ap-
component is directly associated to the distortion of the geP€ars at 3.94 eV while the calculated valugseom2 was
ometry. The explanation is that when the acrolein molecule3-90 €V. A recent PCM—-CASPT2 study by Aquilareeal.
passes from gas phase to solution the geometry of the grou,mowdes a close value, 3.96 eV, for this magnitude. However,
state changes towards resembling the relaxedrt) in the calculated solvent shift, 7.6 kcal/mol when PCM was
vacuo excited state geometry, i.e., increasing the double bori¢ped and 9.9 kcal/mol when a hybrid continuum/discrete sol-
length and decreasing the C1-C2 distance. As a result, thént model was used is too high. The overestimate of the
total solvent shift is some 30% smaller than that obtained irfolvent shift calculated by those authors may in part be due
the calculation with the gas phase geometry. to the use of geometries optimized in vacuo for the compu-
An interesting point to clarify is whether the solvent tations in solution. Our results can serve to clarify this point.
shift is a bulk solvent effect or it is associated to specificOUr best value, 4.95 kcal/m¢Geom3, agrees with the ex-
hydrogen bonds. To solve this question we recalculated theeriment. However, if the geometry optimized in vacuo is
contribution to the solvent shift caused only by moleculesused in the in solution calculation the difference increases to
belonging to the first solvation shell. We estimated the firstl.6 kcal/mol. The use of in solution optimized geometries is
shell contribution at 1.73 kcal/mol. This represents aboug very important factor in the solvent shift determination,
35% of the total solvent shift. However, the first shell ac-much more important than, for instance, the consideration of
counted for about 80% of the induced dipole moment andlynamic electron correlation. The same trend has been ob-
50% of the electrostatic solute—solvent interactiop @nd ~ served by Andrade do Montet al.® these authors studied
pp terms. These values imply that both components, bulkthe solvent influence on the acrolein spectra by using the
solvent and specific interactions, have to be considered in theOSMO continuum model and they also found that the use
determination of solvent shifts. A similar conclusion hasof in solution optimized geometries decrease the solvent shift
been obtained by Canuto and co-workers in their studies af about 2 kcal/mol. The agreement between the results ob-
formaldehyd€’ aceton€® and N-methyl acetamid@ in  tained with the two methods is interesting because the geom-
aqueous solution. The first shell contribution to the solventtries used in the two cases were slightly different. In our
shift obtained with ASEP/MD is clearly lower than that ob- calculation, the in solution geometry was obtained at
tained with a supermolecule appro&c¢hetween 4.3 and 6.9 CASSCF level that, as is well knowfl,underestimates the
kcal/mol depending on the basis set ysdthe reason is that C-O distance. However, Andrade do Mometeal. optimized
the supermolecule method uses a fixed optimized geometthe geometry at DFT/B3LYP level obtaining somewhat bet-

FIG. 6. Oxygen(acrolein—hydrogen(wate) radial distribution function.

TABLE IIl. Solvent shift and its component@ kcal/mo) calculated at CASSCF level.

Sap 1128, 1/25,, o5pune &
Geom 1 6.6:0.4 0.07:0.05 1.09-0.08 -1.1+0.1 6.1+0.5(5.6-0.5)
Geom 2 5.9:0.4 0.04£0.02 1.09-0.05 —-2.7+0.4 4.3:0.24.5x0.2)
First shelf 3.6+0.2 —0.08+0.07 0.40-0.01 -2.1+0.2 1.7£0.2

&/alues in parentheses calculated at CASPT2 level.
PObtained with Geom 2.
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