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The 1(n→p* ) electron transition of acrolein in liquid water was studied theoretically by using the
averaged solvent electrostatic potential/molecular dynamics method. The model combines a
multireference perturbational treatment in the description of the solute molecule with molecular
dynamics calculations in the description of the solvent. We demonstrate the importance of the
solvent electron polarization, bulk solvent effects, and the use of relaxed geometries in solution on
the calculated solvent shift. It is also shown that the inclusion of the dynamic correlation does not
change the solvent shift although it must be used to reproduce the transition energy. ©2004
American Institute of Physics.@DOI: 10.1063/1.1775182#

I. INTRODUCTION

Acrolein or propenal is the smallesta–b-unsaturated
carbonyl compound. The interaction between the carbonyl
group and the CC double bond makes it a compound of
marked interest from a spectroscopic and theoretical point of
view. Its electronic spectrum has been extensively studied1

by different spectroscopic techniques with Walsh2 being one
of the first authors to describe the complete absorption spec-
trum of acrolein. The UV spectra of this compound has also
been studied theoretically withab initio3–6 and semiempir-
ical methods,7,8 and both the lowest excited states and the
high-energy part of the electronic spectrum have been char-
acterized. The effect of solvation on the spectrum has been
also studied by using a supermolecule approach7 and with
the RISM–SCF method4 and, more recently, with continuum
models5,6 and a hybrid continuum/discrete solvent model.5

Traditionally, two strategies have been followed in the
study of the solvent effect on electron spectra. In the first,
continuum methods,9 the solvent is characterized by its di-
electric constant and index of refraction. In the second, quan-
tum mechanics/molecular mechanics~QM/MM ! methods,10

one uses a discrete classical field to represent the solvent.
Continuum methods, even if they constitute a good qualita-
tive approach to the chemistry of the process being studied,
neglect the microscopic structure of the solvent around the
solute and consequently cannot take specific interactions into
account. QM/MM methods fill this gap and provide a very
detailed description of the solvent structure. However, the
large number of quantum calculation involved means that the
calculation level has to be restricted.

In previous papers11 we have presented a useful method
for the study of solvent effects on electron spectra. This
method alternates high-level quantum calculations and mo-
lecular dynamics~MD! calculations in an iterative procedure.
The main characteristic of the proposed method is that the
solvent perturbation is introduced into the solute molecular

Hamiltonian in an averaged way, i.e., we use a mean field
approximation. The basic quantity in the model is the aver-
aged value of the solvent electrostatic potential~ASEP!. Our
approach, referred to as ASEP/MD,12 enables one to simul-
taneously optimize the solute charge distribution in solution
and the solvent structure around it. Another important advan-
tage of the method is that the electron degrees of freedom of
the solvent respond instantaneously to the change in the sol-
ute charge distribution during the transitions, i.e., the elec-
tron solvent polarization is always in equilibrium with the
solute charge distribution. The method has been imple-
mented at the multiconfigurational self-consistent-field
~MCSCF! level and has proven its utility in the study of the
vertical electronic spectra for formaldehyde, acetaldehyde,
and acetone in aqueous solution.11~b!

As application of the method, in this paper we study the
solvent effect on a part of thetrans-acrolein absorption spec-
tra, that corresponding to the vertical1(n–p* ) electron tran-
sition. Thes-transisomer was selected because both theoret-
ical and experimental results coincide in indicating that this
is the most stable isomer. The vertical1(n–p* ) transition
was preferred because it involves an appreciable charge dis-
placement that, as has been theoretically4–6,8 and experi-
mentally1~e! proven, originates a blueshift. We shall try to
analyze the solvent structure around the solute molecule and
how it determines the nature and magnitude of the solvent
shift. The rest of the paper is organized as follows: in Sec. II
we explain the procedure followed in the calculation of the
solvent shift. Computational details are described in Sec. III;
Sec. IV presents numerical results and their discussion.

II. METHOD

ASEP/MD is a QM/MM method that makes use of the
mean field approximation. Its main characteristics have been
described elsewhere.12 Here, we shall detail only those points
pertinent to the current study.

The determination of solvent shifts with the ASEP/MD
method involves two self-consistent processes. In the first,
the solvent structure and the charge distribution and geom-a!Electronic mail: maguilar@unex.es
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etry of the solute become mutually equilibrated. In the sec-
ond, the solvent electron polarization responds to the
changes in the solute charge distribution originated by the
electron transition.

As indicated above, ASEP/MD alternates high-level
quantum calculations and molecular dynamics calculations
in an iterative procedure. During the MD simulation the ge-
ometry and charge distribution of the solute and solvent mol-
ecules are considered as fixed. From the MD data one ob-
tains the averaged solvent electrostatic potential that is
introduced as a perturbation into the solute molecular Hamil-
tonian. By solving the associated Schro¨dinger equation, one
gets a new solute charge distribution that serves as input for
a new MD calculation. The process terminates when conver-
gence in the solute charges and in the solute energy is
reached. The procedure is described in Fig. 1. The charges
that represent the chromophore molecule during the MD
simulation were obtained from the solution solute molecule
wave function by using the CHELPG method.13

The geometry of the acrolein molecule was optimized
both in vacuo and in solution. In the latter case, we used a
technique described in a previous paper14 and based on the
use of the free-energy gradient method.15–17At each step of
the ASEP/MD cycle the total gradient,F, and the Hessian,H,
were calculated as the sum of the solute and solvent contri-
butions and used to obtain a new geometry through the ex-
pressionr k115r k1Hk

21Fk . This expression was used itera-
tively until the gradient converged. The new geometry was
then used to represent the solute molecule during the MD
calculation.

When one is interested in the study of electronic transi-
tions it is necessary to perform an additional self-consistent
process. Using the solvent structure and solute geometry ob-
tained in the first self-consistent process, we couple the
quantum mechanical solute and the electron polarization of
the solvent. To this end, we assigned a molecular polarizabil-

ity to every water molecule, and simultaneously, replaced the
effective water charge distribution used in the MD calcula-
tion ~TIP3P for instance! by the gas phase values of the water
molecule. The dipole moment induced on each solvent mol-
ecule is a function of the dipole moments induced on the rest
of the molecules and of the solute charge distribution, and
hence the electrostatic equation has to be solved self-
consistently. The process finishes when convergence in the
solute and solvent charge distribution is achieved. During the
electron transition we apply the Franck–Condon principle,
hence, we consider as fixed the solute geometry and the sol-
vent structure around it. However, one permits the electron
degrees of freedom of the solvent to respond to the change in
the solute charge distribution.

The total energy of the system~quantum solute
1polarizable solvent! is obtained as10~j!,10~k!

U5Uqq1Upq1Upp1Urq1Urp1Udist
solute1Udist

solv. ~1!

Here,q refers to the permanent charges of solvent molecules,
p to the solvent induced dipoles, andr is the solute charge
density. The two last terms in Eq.~1! are the distortion en-
ergies of the solute and solvent molecules, respectively, i.e.,
the energy spent in polarizing them. The different contribu-
tions are
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whereC andC0 are the in solution and in vacuo solute wave
functions, respectively.Vi

r andVi
q are the electrostatic poten-

tial generated by the solute charge distribution and by the
permanent charges of the solvent, respectively. The electric
field generated by the solute, solvent permanent charges, and
solvent induced dipoles are, respectively,EW i

r , EW i
q , andEW i

p .
The terms that involve the solute molecule are calculated
quantum mechanically. The final expression for the total en-
ergy of the system is

U5Uqq1 1
2Upq1Urq1 1

2Urp1Udist
solute. ~3!

Once the solvation energy has been calculated for the ground
and excited states, the solvent shift can be obtained as the
difference,

d5Uex2Ug5 1
2dpq1drq1 1

2drp1ddist
solute. ~4!

FIG. 1. ASEP/MD scheme.
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The term dqq cancels out because, in vertical transitions
where the Franck–Condon approximation is applicable, the
Uqq term takes the same value in both the ground and the
excited state. From a practical point of view the Franck–
Condon approximation implies that the first self-consistent
process~with or without geometry optimization! is carried
out just for the ground state. However, the second cyclic
process that permits the response of the electronic degrees of
freedom of the solvent is carried out for both the ground and
excited states. We would like to remark that in the previous
version of the method9 the dpq term was missing. As shown
below, this term is not negligible and its contribution to the
total solvent shift can be appreciable.

III. COMPUTATIONAL DETAILS

We applied the ASEP/MD methodology to study the
1(n→p* ) transition in thetrans-acrolein molecule. Ground
and excited states were described using the CASSCF level of
theory with dynamic correlation energy calculated with
second-order perturbation theory~CASPT2!. The complete
active space is spanned by all the configurations arising from
six valence electrons in five orbitals (6e/5o). Contracted
basis functions based on atomic natural orbitals18 ~ANO!
were used in the calculations. The contraction scheme used
was C,O@4s3p1d#/H@2s 1p#. The initial geometry for ac-
rolein was obtained by CASSCF optimization, in vacuo, with
the aforementioned basis set. Two sets of calculations were
performed. In the first, the geometries optimized in vacuo
~hereafter Geom1! were used for the computations in solu-
tion. In the second, in solution geometry optimization was
allowed ~hereafter Geom2!.

The MD simulations were performed using the program
MOLDY.19 The solvent was represented by 214 TIP3P20 wa-
ter molecules at fixed intramolecular geometry in a cubic box
of 18.7 Å. The solute parameters were obtained by combin-
ing Lennard-Jones interatomic interactions21 with electro-
static interactions. Periodic boundary conditions were ap-
plied and spherical cutoffs were used to truncate the
acrolein–water interactions at 9 Å. The electrostatic interac-
tion was calculated with the Ewald method. The temperature
was fixed at 298 K by using the Nose´–Hoover22 thermostat.
Each simulation was run for 150 000 time steps where
50 000 were employed for equilibration and the 100 000 for
production. A time step of 0.5 fs was used.

During the ASEP/MD cycle, the quantum calculations
were performed at the CASSCF level of theory using the
GAUSSIAN98 package23 of programs. However, it is known24

that to describe correctly electron transitions in conjugated
molecules one must include the dynamic correlation contri-
bution. Hence, once we had obtained the solvent structure
around the solute, we used the CASPT2 method included in
MOLCAS-525 to recalculate the transition energies and sol-
vent shift values.

IV. RESULTS

In this section we present the results of the study of the
n→p* transition of the conjugated system, both in gas
phase and in water liquid.

A. Gas phase

The transition energy in vacuo was calculated to be 3.97
eV at the CASSCF level and 3.69 eV at CASPT2~using a
two-roots state-average zero-order wave function!. These re-
sults are in very good agreement with experiment that places
this band between 3.71~Ref. 2! and 3.75@Ref. 1~c!# eV.
Clearly, the inclusion of the dynamic correlation component
is compulsory if one desires to reproduce the transition en-
ergy. Our results are almost coincident with those of Aqui-
lante et al.,5 who employed the same level of calculations
but a basis set where supplementary diffuse functions were
included in order to describe Rydberg states, and close to
those obtained by Andrade do Monteet al.,6 3.74 and 3.85
eV at MR–CISD and MR–CISD–Q levels, respectively.

Table I lists the dipole moments obtained in the present
study as well as those calculated by other workers and the
experimental values, when available. The ground state dipole
moment, 3.03 D, is only slightly higher than the experimen-
tal value, 2.90 D,26 and of the same order of magnitude as
that published by Thakuret al.7~c! in a semiempirical study.
When then→p* transition takes place, a major change in
the solute charge distribution occurs, the dipole moment of
the excited state decreases sharply, and hence a strong blue-
shift is expected if the system is immersed in a polar solvent.
This decrease of the dipole moment is not well reproduced
by the semiempirical method.

B. Aqueous solution

We begin by analyzing the changes induced by the sol-
vent on the solute geometry~see Fig. 2!. As expected, the
main changes are located in the molecular section close to
the more polar group, the carboxylic bond. In particular, the
C–O bond length increases while the C1–C2 and C1–H
lengths decrease. This behavior may be because solution in-
creases the contribution of the zwitterionic form of the CO
bond.

TABLE I. Gas phase dipole moments of acrolein~in Debyes!.

Other authors

m0(exp)m0 a m0 b

Ground state 3.03 3.06 2.90
Excited state 0.91 1.53

aThis work.
bThakuret al. @Ref. 7~c!#.

FIG. 2. ~a! gas phase geometry;~b! in solution geometry.

3712 J. Chem. Phys., Vol. 121, No. 8, 22 August 2004 Martı́n et al.



Next, we analyze the polarization of the acrolein mol-
ecule in liquid water. Table II displays the in solution total
and induced dipole moments in both the ground and excited
state. The ground state dipole moment evolution during the
self-consistent ASEP/MD process is shown in Fig. 3. One
observes that the dipole moment increases until convergence
is achieved. Then it begins to fluctuate around an average
value of 4.0060.11 D ~Geom1! or 3.9860.07 D ~Geom2!.
These values~and the rest of the mean values given in the
paper! were calculated as the mean value over the last 10
ASEP/MD cycles, i.e., 500 ps. We also give the rms values.
Even if the dipole fluctuations could be decreased by increas-
ing the length of the simulation time, our experience indi-
cates that the average value will stay nearly constant. The
use of the optimized geometry in solution or in vacuo hardly
influences the dipole moment values. The solvent perturba-
tion, however, increases dramatically the dipole moment val-
ues, by 32% in the ground state case and by 90% in the
excited state. The difference between the dipole moments of
the ground and excited states~which is important because it
determines the solvent shift! increases only slightly in solu-
tion, passing from 2.12 D~in vacuo! to 2.24 D~in solution,
Geom1! or 2.19 D~in solution, Geom2!. Figure 4 shows the
atomic charges for the acrolein molecule in vacuo and in
solution for the ground and excited states. In solution, the
charges on the atoms of the carboxylic group in the ground
state increase by about 20%. When excited, the charge on the
C atom of the carboxylic group disappears, and the charge on
the oxygen atom is clearly reduced, although this effect is
somewhat lower in solution. From these data one can expect
that the blue solvent shift of then→p* transition will be
electrostatic in origin.

To understand further the nature of the solvent shift it is
interesting to analyze the solvent structure around the ac-
rolein molecule. The radial distribution functions oxygen
~water!–oxygen ~acrolein! and hydrogen~water!–oxygen
~acrolein! are shown in Figs. 5 and 6, respectively. They
were obtained as average values over the last 10 ASEP/MD
cycles. The H(w) – O(a) radial distribution function~rdf!
displays a well defined peak at 1.85 Å, indicating a strong

hydrogen bond between acrolein and a water molecule. The
first peak of the O(w) – O(a) rdf appears at 2.75 Å, and
given that the H–O distance in water is 0.957 Å, one can
conclude that the hydrogen bond is almost linear. In Fig. 5, it
can also be observed that the radial distribution function has
several peaks at long distances, indicating that acrolein im-
poses a considerable order on the water structure. The calcu-
lated coordination number is 2.1. The two pairs of free elec-
trons of the acrolein oxygen are involved in the formation of
hydrogen bonds. These conclusions are independent of the
geometry used for the acrolein molecule.

Table III lists the solvent shift and its different contribu-
tions @see Eq.~4!#. The first column corresponds to the sol-
vent shift due to the electrostatic interaction between the sol-
ute charge distribution and the permanent charges of the
solvent. The second and third columns correspond to the
interaction between the induced solvent dipoles and the sol-
ute charge distribution and permanent solvent charges. The
fourth column is the contribution of the solute distortion en-
ergy. The total solvent shift is given in the last column. The
largest contribution to the solvent shift comes from the inter-
action between the solute and the permanent charges of the
solvent. However, the contribution of the solvent polarization
~components associated to the induced dipoles! is also im-
portant, representing about 20–26% of the total solvent shift
depending on the geometry used in the calculation.

The solvent shift is very sensitive to the geometry used
in the calculation. When the geometry optimized in solution
is used the solvent shift decreases by 1.8 kcal/mol, with re-

FIG. 5. Oxygen~acrolein!–oxygen~water! radial distribution function.

TABLE II. In solution dipole moment of acrolein~in Debyes!.

mg me Dmg5mg2mg
0 Dme5me2me

0

Geom 1 4.0060.12 1.7660.11 0.97 0.85
Geom 2 3.9860.05 1.7960.09 0.95 0.88

FIG. 3. Variation of the solute dipole moment as a function of the number of
cycles of the ASEP/MD procedure.~Geom 1: dashed line, Geom 2: full
line!.

FIG. 4. ~a! S0 acrolein charge distribution in gas phase;~b! S0 acrolein
charge distribution in water solution;~c! S1 acrolein charge distribution in
gas phase;~d! S1 acrolein charge distribution in aqueous solution.
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spect to the value obtained with the gas phase geometry. The
analysis of the different components of the solvent shift
shows that the solute–solvent and solvent–solvent interac-
tions are not affected by the change of geometry, but the
solute distortion energy changes appreciably. This compo-
nent is the sum of two contributions, one associated to the
distortion of the solute charge distribution during the polar-
ization and the other to the distortion of the geometry during
the solvation. As observed from Table II, the induced dipole
moments~and hence the distortion of the solute charge dis-
tribution! are hardly affected by the change of geometry. We
can hence conclude that the increase in the solute distortion
component is directly associated to the distortion of the ge-
ometry. The explanation is that when the acrolein molecule
passes from gas phase to solution the geometry of the ground
state changes towards resembling the relaxed (n,p* ) in
vacuo excited state geometry, i.e., increasing the double bond
length and decreasing the C1–C2 distance. As a result, the
total solvent shift is some 30% smaller than that obtained in
the calculation with the gas phase geometry.

An interesting point to clarify is whether the solvent
shift is a bulk solvent effect or it is associated to specific
hydrogen bonds. To solve this question we recalculated the
contribution to the solvent shift caused only by molecules
belonging to the first solvation shell. We estimated the first
shell contribution at 1.73 kcal/mol. This represents about
35% of the total solvent shift. However, the first shell ac-
counted for about 80% of the induced dipole moment and
50% of the electrostatic solute–solvent interaction (qr and
pr terms!. These values imply that both components, bulk
solvent and specific interactions, have to be considered in the
determination of solvent shifts. A similar conclusion has
been obtained by Canuto and co-workers in their studies of
formaldehyde,27 acetone,28 and N-methyl acetamide29 in
aqueous solution. The first shell contribution to the solvent
shift obtained with ASEP/MD is clearly lower than that ob-
tained with a supermolecule approach8 ~between 4.3 and 6.9
kcal/mol depending on the basis set used!. The reason is that
the supermolecule method uses a fixed optimized geometry

for the water–acrolein system. In solution, however, the ther-
mal agitation shifts the system from its optimal configura-
tion, decreasing the solute–solvent interaction energy.

Next, we improved the calculation level by including the
dynamic correlation energy of the solute. We used the
CASPT2 method as implemented in theMOLCAS program
package. When this component is included, the solvent shift
values become 5.660.5 kcal/mol~Geom1! and 4.560.5 kcal/
mol ~Geom2!. The experimental solvent shift for acrolein in
water was estimated at 4.50 kcal/mol. The inclusion of dy-
namic correlation had a small effect on the solvent shift
when Geom1 is used and is completely negligible in the case
of Geom2. There was a noticeable effect of the dynamic
correlation on the value of the transition energies both in
vacuo and in solution. Inclusion of dynamic correlation at
the CASPT2 level decreased the transition energies by about
4–5 kcal/mol. This effect, however, was similar in vacuo and
in solution. As a consequence, the solvent shift~which is
defined as the difference between the transition energy in
solution and in vacuo! hardly depends on the inclusion of the
dynamic correlation. The in solution transition energy is also
very well reproduced. The experimentaln→p* band ap-
pears at 3.94 eV1~e! while the calculated value~Geom2! was
3.90 eV. A recent PCM–CASPT2 study by Aquilanteet al.5

provides a close value, 3.96 eV, for this magnitude. However,
the calculated solvent shift, 7.6 kcal/mol when PCM was
used and 9.9 kcal/mol when a hybrid continuum/discrete sol-
vent model was used is too high. The overestimate of the
solvent shift calculated by those authors may in part be due
to the use of geometries optimized in vacuo for the compu-
tations in solution. Our results can serve to clarify this point.
Our best value, 4.95 kcal/mol~Geom2!, agrees with the ex-
periment. However, if the geometry optimized in vacuo is
used in the in solution calculation the difference increases to
1.6 kcal/mol. The use of in solution optimized geometries is
a very important factor in the solvent shift determination,
much more important than, for instance, the consideration of
dynamic electron correlation. The same trend has been ob-
served by Andrade do Monteet al.,6 these authors studied
the solvent influence on the acrolein spectra by using the
COSMO continuum model and they also found that the use
of in solution optimized geometries decrease the solvent shift
in about 2 kcal/mol. The agreement between the results ob-
tained with the two methods is interesting because the geom-
etries used in the two cases were slightly different. In our
calculation, the in solution geometry was obtained at
CASSCF level that, as is well known,30 underestimates the
C–O distance. However, Andrade do Monteet al. optimized
the geometry at DFT/B3LYP level obtaining somewhat bet-

FIG. 6. Oxygen~acrolein!–hydrogen~water! radial distribution function.

TABLE III. Solvent shift and its components~in kcal/mol! calculated at CASSCF level.

dqr 1/2dpq 1/2dpr ddist
solute da

Geom 1 6.060.4 0.0760.05 1.0960.08 21.160.1 6.160.5~5.660.5!
Geom 2 5.960.4 0.0460.02 1.0960.05 22.760.4 4.360.2~4.560.2!
First shellb 3.660.2 20.0860.07 0.4060.01 22.160.2 1.760.2

aValues in parentheses calculated at CASPT2 level.
bObtained with Geom 2.

3714 J. Chem. Phys., Vol. 121, No. 8, 22 August 2004 Martı́n et al.



ter geometries. So, the decreasing of the solvent shift when
the geometry optimized in solution is used seems to be a
consequence of the C–O bond lengthening, and not of the
use of a specific geometry.

The agreement between the calculated and the experi-
mental solvent shift is evidence for the electrostatic origin of
the latter. The small difference may be due to the approxi-
mations introduced into the method~mean field approxima-
tion, potential parameters, etc.! and also to the contribution
of the intermolecular electron correlation, i.e., the dispersion
component. In the results presented in Table III this contri-
bution is missing. The dispersion energy is responsible for
the redshift that many molecules show in nonpolar solvents.
In general, the solute polarizability takes larger values in the
excited states than in the ground state. As a consequence, the
dispersion component produces a redshift that in the case of
carbonyl compounds opposes the electrostatic solvent shift.
An exact~quantum mechanical! determination of this com-
ponent is complicated due to the prohibitive number of ex-
citations that must be included in the calculation of a system
consisting of a solute and all the solvent molecules. Approxi-
mate formulas involve the determination of polarizabilities in
the ground and excited states. However, the determination of
exact polarizabilities of molecules in their excited states is
far from trivial. For instance, if the polarizabilities are calcu-
lated at the CASSCF level and using the ANO basis sets
indicated above, one gets 36.27 a.u. for the ground state and
36.26 a.u. for the excited state. These values seem to imply
that for the acrolein–water system the contribution of the
dispersion component to the solvent shift is small and fur-
thermore it gives rise to a blueshift, something that opposes
the abundant experimental information. Clearly, more de-
tailed studies of the calculation of polarizabilities of excited
states and of the evaluation of the dispersion component are
needed.

V. CONCLUSIONS

The 1(n→p* ) transition in acrolein was studied in both
gas and in solution phases. In both cases the calculated tran-
sition energies agreed very well with experiment. It is well
established that CASPT2 calculations with ANO basis sets
permit one to reproduce adequately the electron spectra of
molecules. Additionally, in this work we have shown that the
combination of this method and the ASEP/MD procedure
permits one to describe adequately in solution transitions.
With respect to the solvent shift, it was shown that while the
inclusion of the dynamic correlation does not change the
calculated value, the use of geometries optimized in solution
is important. Small changes in the geometry, mainly of the
carbonyl group, can dramatically modify the magnitude of
the solvent shift. The analysis of the different solvent shift
components showed how important it is to take the solvent
electron polarization into consideration. Finally, in this
present case of acrolein, both bulk solvent and specific inter-
actions make major contributions to the calculated solvent
shift.
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F. Ruiz-López, and J.-L. Rivail, J. Comput. Chem.17, 19 ~1996!; ~h! T. A.
Wesolowski and A. Warshel, J. Phys. Chem.97, 8050 ~1993!; 98, 5183
~1994!; ~i! R. V. Stanton, L. R. Little, and K. M. Merz,ibid. 99, 17344
~1995!; ~j! J. L. Gao, J. Comput. Chem.18, 1061 ~1997!; ~k! M. A.
Thompson, J. Phys. Chem.100, 14492~1996!.

11~a! M. L. Sánchez, M. E. Martı´n, M. A. Aguilar, and F. J. Olivares del
Valle, Chem. Phys. Lett.310, 195 ~1999!; ~b! M. E. Martı́n, M. L.
Sánchez, F. J. Olivares del Valle, and M. A. Aguilar, J. Chem. Phys.113,
6308 ~2000!.

12M. L. Sánchez, M. A. Aguilar, and F. J. Olivares del Valle, J. Comput.
Chem.18, 313~1997!; M. L. Sánchez, M. E. Martı´n, M. A. Aguilar, and F.
J. Olivares del Valle,ibid. 21, 705 ~2000!; A. Muñoz Losa, I. Fdez. Gal-
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