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ABSTRACT: Theoretical calculations of absorption and fluorescence properties of 1-phenylpyrrole have been performed, at the
CASPT2//CASSCF level, in the gas phase and in acetonitrile solution, using in the latter case the ASEP/MDmethod. In addition to
a locally excited state, it was also possible to identify a candidate intramolecular charge transfer state that could explain the second
red-shifted fluorescence band that appears in polar solvents. In the gas phase, the charge transfer state is found to lie higher in energy
than the locally excited state and the Franck�Condon absorption state, making it unlikely to be reached under these conditions. In
acetonitrile solution, the charge transfer state is stabilized and lies much closer to the locally excited state, becoming accessible after
absorption. The results indicate that the free-energy surface of the charge transfer state is very flat in solution, and several geometries
are possible, ranging from almost planar to twisted and bent. Solvent caging and transition probabilities favor emission from
structures with a small twist angle between the rings and without a pyramidal atom.

1. INTRODUCTION

A significant number of organic molecules combining electron
donor and acceptor groups exhibit the so-called dual fluores-
cence in polar solvents. In nonpolar solvents, the fluorescence
spectrum features a single “normal” band, which suffers only a
slight shift when the solvent polarity is increased. In polar
solvents, a second “anomalous” band appears in the spectrum;
this second band’s position and intensity is much more affected
by the solvent polarity, being strongly red-shifted and intensified
(at the expense of the “normal” band) in highly polar solvents.
The phenomenon of dual fluorescence has been widely studied
in the literature since its discovery 50 years ago.1�8 It was
suggested early on that the “anomalous” fluorescence band is
due to the existence of an intramolecular charge transfer (ICT)
state that can be stabilized in polar solvents, while in nonpolar
solvents only the state responsible for the “normal” band, usually
called local excitation (LE), is stable enough to be observed.

This picture is still generally accepted as a valid explanation for
the dual fluorescence. However, there is a continuing controversy
between different groups regarding the nature and geometry
of the ICT state, the possible existence of other intermediate
states, the mechanism through which the LE and ICT states are
formed, and practically every other detail of the dual fluorescence
phenomenon.

Perhaps the most successful models for the dual fluorescence
in the prototype molecule 4-(N,N-dimethylamino)benzonitrile
(DMABN) and its derivatives are the ones known as TICT
(twisted ICT) and PICT (planar ICT). These models propose,
respectively, a perpendicular and coplanar relative configuration
of the donor and acceptor groups. Experimental evidence in favor
of one model or the other is usually derived from comparison of
the properties of various compounds with different geometric
constraints and substituents. For example, compounds like 3,
5-dimethyl-4-(N,N-dimethylamino)benzonitrile, where the di-
metylamino group is forced to be twisted, display only the ICT
band in fluorescence, suggesting a TICT is responsible for the

band. Other compounds where the twisting is hindered (like
6-cyano-1,2,3,4-tethrahydroquinoline, NTC6) can present dual
fluorescence, which points to a PICT state. These apparently
conflicting conclusions probably indicate that the two models
can be valid, and each particular system will favor one of them.

In recent years, a pair of closely related molecules has been
studied for their dual fluorescence properties, see Figure 1. The
two rings in 1-phenylpyrrole (PP) can freely rotate around the
middle bond, while fluorazene (FPP) has amethylene bridge that
effectively locks the rings in an almost planar conformation.
Interestingly, both molecules have very similar photophysical
properties, and in particular, both show dual fluorescence in polar
solvents. Moreover, the planar FPP has been found to have
enhanced ICT emission compared to PP (it appears in less polar
solvents and has a higher quantum yield), which naturally leads
to the conclusion that the PICT model applies better to these
molecules.9,10 However, most theoretical calculations predict
a twisted structure for the ICT state of PP,11�15 which seems
unsatisfactory.

In this work, we have carried out a theoretical study on the
absorption and fluorescence properties of the PP molecule, both in
the gas phase and in acetonitrile solution. The electronic states of PP
are described with a multiconfigurational quantummethod, and we
used an explicit model of atomic detail for the solvent. By examining

Figure 1. Two similar compounds with dual fluorescence.
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the relative energies, geometries, and emission energies of the
different electronic states, we hope to cast further light on the
nature of the emitting ICT state of this interesting system.

Early during this research, it became evident that we were not
getting “ideal” TICT or PICT structures, and that this nomen-
clature would not be adequate to describe the results. Therefore,
in the rest of this paper, we have avoided the use of these two
terms, preferring other descriptive terms for the ICT state and its
geometries.

2. METHODS AND DETAILS

Solvent effects on the PP UV/vis spectra were calculated with
the ASEP/MD (Average Solvent Electrostatic Potential from
Molecular Dynamics) method. This is a sequential quantum
mechanics/molecular mechanics (QM/MM) method imple-
menting the mean field approximation. It combines, alternately,
a high-level quantum mechanics (QM) description of the solute
with a classical molecular mechanics (MM) description of the
solvent. One of its main features is the fact that the solvent effect
is introduced into the solute’s wave function as an average
perturbation. Details of the method have been described in
previous papers,16�18 so here we will only present a brief outline.

As mentioned above, ASEP/MD is a method combining QM
and MM techniques, with the particularity that full QM and MD
(molecular dynamics) calculations are alternated and not simul-
taneous. During the MD simulations, the intramolecular geome-
try and charge distribution of all molecules, and particularly the
solute, is considered fixed. From the resulting simulation data,
the average electrostatic potential generated by the solvent
molecules on the solute (ASEP) is obtained. This potential is
introduced as a perturbation into the solute’s quantum mechan-
ical Hamiltonian, and by solving the associated Schr€odinger
equation, one gets a new charge distribution for the solute, which
is used in the next MD simulation. This iterative process is
repeated until the electron distribution of the solute and the
solvent structure around it are mutually equilibrated.

The ASEP/MD framework can also be used to optimize the
geometry of the solute molecule.19 At each step of the ASEP/MD
procedure, the gradient and Hessian on the system’s free-energy
surface (including the van der Waals contribution) can be
obtained, and thus they can be used to search for stationary
points on this surface by some optimization method. In the
computation of the gradient and Hessian, the free-energy
gradient method20 is used, with the incorporation of the mean
field approximation to reduce the number of quantum calcula-
tions needed. In this way, after each MD simulation, the solute
geometry is optimized within the fixed “average” solvent struc-
ture by using the free-energy derivatives. In the next MD
simulation, the new solute geometry and charge distribution
are used. This approach allows the optimization of the solute
geometry in parallel with the solvent structure.

For calculating transition energies, the iterative process is
performed on the initial state of the transition (the ground state
for absorption, the excited state for emission); i.e., the atomic
charges for the MD and the energy derivatives for the geometry
optimization of the solute are calculated with the initial state’s
wave function. Then, with a frozen solvent model, the transition
energies between the different states are obtained.

Once the different solute electronic states and the solvent
structure around them have been optimized and equilibrated, the
free energy differences between those states can be calculated,

within the ASEP/MD framework, making use of the free energy
perturbation method.21,22 The expression we use to calculate the
free energy difference between two species in equilibrium in
solution, ΔG, is

ΔG ¼ ΔEþΔGint þΔV ð1Þ

whereΔE is the difference in the internal quantum energy of the
solute between the two species, ΔGint is the difference in the
solute�solvent interaction energy, which is calculated classicaly
with the free energy perturbation method, and ΔV is a term that
includes the difference in the zero-point energy (ZPE) and
entropic contributions of the solute. The last term, ΔV, is
normally evaluated by applying the harmonic approximation to
the vibrational modes of the solute in solution, and it needs the
information provided by the Hessian matrix. In this work,
obtaining an accurate enough Hessian matrix required computa-
tional resources that were too large, and we decided to approx-
imate the results by neglecting this term. It must be noted that
this ΔV term refers only to the internal nuclear degrees of
freedom of the solute; free energy contributions from the solvent
around the solute are properly accounted for in the ΔGint term.
2.1. Computational Details. The quantum calculations on

the solute molecule were done with the complete active space
self-consistent field (CASSCF)method,23 using the 6-31G* basis
set. In some cases, single-point calculations with the cc-pVTZ
basis set were also performed. The active orbitals were the six π
and π* orbitals of the phenyl ring, plus the five π and π* orbitals
of the pyrrole ring, and 12 electrons were included in these
orbitals, for a (12,11) total active space. All calculations were
performed using a state-average (SA) of the first five singlet
states, with equal weights. It is known that, in order to obtain
accurate transition energies, it is necessary to include the
dynamic electron correlation in the quantum calculations, which
we did with the complete active space second order perturbation
(CASPT2) method,24,25 using the SA(5)-CASSCF(12,11) wave
functions as a reference. An IPEA-shifted (ionization poten-
tial�electron affinity) zeroth-order Hamiltonian has been pro-
posed for CASPT2 calculations,26 which is supposed to reduce
systematic overstabilization errors in open-shell systems (as is
the case of the excited states studied here). We did all CASPT2
with the proposed IPEA shift of 0.25 Eh (CASPT2(0.25)) as well
as with no IPEA shift (CASPT2(0.00)). To minimize the
appearance of intruder states, an additional imaginary shift of
0.1 i Eh was used. No symmetry was imposed or assumed in
any case.
The MD simulations were carried out with rigid molecules,

with acetonitrile (CH3CN) as a solvent. Lennard-Jones para-
meters and solvent atomic charges were taken from the OPLS-AA
(Optimized Potentials for Liquid Simulations, all atoms) force
field,27 solute atomic charges were computed from the quantum
calculations through a least-squares fit to the electrostatic poten-
tial obtained at the points where the solvent charges are located.
The geometry of acetonitrile was optimized with the Becke’s
three-parameter Lee�Yang�Parr density functional (B3LYP)
and the 6-311G** basis set. A total of 375 CH3CNmolecules and
the solute were included at the experimental solvent density
(779.3 kg/m3). Periodic boundary conditions were applied, and
spherical cutoffs were used to truncate the interatomic interac-
tions at 12.75 Å. Long-range interactions were calculated using
the Ewald sum technique. The temperature was fixed at 298.15 K
by using the Nos�e�Hoover thermostat. A time step of 0.5 fs was
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used during the simulations; each of them was run for 50 ps after
25 ps of equilibration.
At each step of the ASEP/MD procedure, 500 configurations

evenly distributed from the MD run were used to calculate the
ASEP. The charges from each solvent molecule were kept
explicitly whenever the molecule’s center of mass was closer
than 9 a0 to any solute nucleus; the effect of the farther molecules
was included in an additional shell of fitted charges. EachASEP/MD
run was continued until the energies and solute geometry and
charges were stabilized for at least five iterations; results are
reported as the average of these last five iterations, being an
effective average of 250 ps dynamics.
For in solution calculations, a development version of the

ASEP/MD software17 was used. All quantum calculations were
performed withMolcas 6.4 andMolcas 7.4.28 AllMD simulations
were performed using Moldy.29 The electrostatic potential
generated by the solute was calculated with Molden.30

3. RESULTS AND DISCUSSION

3.1. Gas Phase. 3.1.1. Optimized Geometries. The PP geome-
try was optimized in the gas phase at the SA(5)-CASSCF-
(12,11)/6-31G* level for the electronic ground state and
different excited states. For comparing and describing the
structures, we use some geometric parameters, such as the
average bond length of the phenyl ring (Ph), the average bond
length of the pyrrole ring (Py), the phenyl�pyrrole bond length
(Ph�Py), or the phenyl�pyrrole twist angle (θ). See Figure 2
and Table 1 for the atom numbering and parameter definitions.
The optimized ground state (GS) structure features the usual

aromatic bond lengths in benzene and pyrrole (Ph = 1.397 Å, Py =
1.385 Å) and a similar Ph�Py length of 1.400 Å. The N1�C6

bond is coplanar with both rings, and the twist angle θ takes a

value of 29.7�. Similar geometries are found in the literature for
theoretical calculations,11�13,15,31,32 the θ angle ranging from 28�
with AM1 to 42.7� with CASSCF(12,11)/6-31G*. The experi-
mental determination of the twist angle in the gas phase yielded
values of 32�33 and 38.7�.34 The pyrrole moiety is more electron-
withdrawing than the phenyl, resulting in a slightly polarized
electron density for the PP molecule, with a small global dipole
moment of 1.48D.
At the ground state geometry, the first excited state corre-

sponds to a π f π* transition in the phenyl ring. When the
geometry is optimized for this state, the LE (local excitation)
geometry is reached. The rings in this geometry are also linear
and slightly twisted. Ph�Py is shorter than for the GS (1.385 Å),
and the θ angle is smaller too (20.9�). Reflecting the local
excitation character of the state, Ph increases significantly to
1.432 Å. These features agree with other theoretical calculations,
where the θ angle ranges from 1.95� with CIS/6-31þG** to
29.5� with CASSCF(12,11)/6-31G*,15,32 although Zilberg and
Haas reported a planar structure with θ = 0.0�.13 The experi-
mental data indicate that the optimum angle is 19.8�, but the
rotation barrier is on the order of 0.3 kcal/mol.34 The electron
distribution in this state is similar to that of the ground state, and
the dipole moment decreases to 0.40D.
In the higher excited states at the GS geometry, there is an

intramolecular charge transfer. The electron density polarization
is inverted with respect to the ground state, and the negative
charge is displaced toward thephenyl ring, (seebelow, in section3.1.2),
which we indicate in the tables with a negative sign in the dipole
moment. When the geometry of a charge transfer state is opti-
mized in the gas phase, at least two different structures can be
found. The lowest energy structure we could get has a pyrami-
dalized C6 atom, which is also slightly out of the main phenyl
plane. The angle φ, which measures this pyramidalization of C6,
is 134.3�, while the twist angle θ is almost 90�. The deformation
of the two rings is measured by their “quinoidality”, defined in
Table 1 as Q(Ph) and Q(Py), indicating the extent to which the
C7�C8 and C10�C11 bonds are shorter (or longer, for negative Q)
than the other bonds in the phenyl ring, and similarly for the
pyrrole. In this case, Q(Ph) is 0.050 Å and Q(Py) is �0.085 Å,
meaning that the C7�C8 and C10�C11 bonds become shorter
while the C2�C3 and C4�C5 bonds become longer. The Ph�Py
bond is longer than for the GS structure, 1.486 Å. At this geo-
metry, the charge transfer state is the first excited singlet, S1, and
has a dipole moment of 8.21D. This bent twisted structure, which
we will denote with PQ (perpendicular quinoidal), is also
reported by Xu et al.,15 and is found as well in calculations for
the DMABN molecule.35,36

In the other structure, we find for the ICT state, the two rings
remain almost linear, with a φ angle close to 180�, and the twist
angle θ, instead of becoming perpendicular, decreases from the
GS structure to 16.1�. In general, this structure, which we will call
LQ (linear quinoidal), is similar to the GS and LE structures, with
a shorter Ph�Py length (1.373 Å) and quinoidal and antiqui-
noidal phenyl and pyrrole rings, respectively (Q(Ph) = 0.074 Å,
Q(Py) =� 0.093 Å). At this geometry, the ICT state is not the
first but the second excited state, S2 (although very close to S1),
and its dipole moment is lower than for the PQ, 4.67D, but in the
same direction. A similar structure is reported by Zilberg and
Haas,13 although they use planar symmetry and give a very low
dipole moment for it, 0.75D; this smaller value may be due to the
presence of the S1 state very close in energy, and to a different

Figure 2. Atom numbering of the PP molecule and illustration of the
two angles φ and θ.

Table 1. Definition of Geometric Parameters for the PP
Moleculea

Ph = 1/6(d(C6C7) þ d(C7C8) þ d(C8C9) þ d(C9C10) þ d(C10C11)

þ d(C11C6))

Py = 1/5(d(N1C2) þ d(C2C3) þ d(C3C4) þ d(C4C5) þ d(C5N1))

Q(Ph) = 1/4(d(C6C7) þ d(C8C9) þ d(C9C10) þ d(C11C6))

� 1/2(d(C7C8) þ d(C10C11))

Q(Py) = 1/3(d(N1C2) þ d(C3C4) þ d(C5N1)) � 1/2(d(C2C3)

þ d(C4C5))

Ph�Py = d(N1C6)

φ = a(AC6N1)

ψ = a(C6N1A0)
θ = D(BC6N1B0)

a d is a bond length, a a bond angle, andD a dihedral angle. Point A is the
midpoint between C7 and C11; point B is 1 Å away from C6, in the
normal direction of the C6C7C11 plane. Points A0 and B0 are equivalent
for the pyrrole ring. The angle ψ is always very close to 180�.
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state-averaging in their calculations. A summary of the different
structures optimized in the gas phase is provided in Table 2.
Other authors have reported antiquinoidal structures for a

charge transfer state,13,14,37 where the C7�C8 and C10�C11

bonds are longer than other phenyl ring bonds, and therefore
Q(Ph) is negative. We have, however, been unable to obtain such
structures, all trials reverting to one of the quinoidal or LE
geometries.
3.1.2. Absorption. The vertical absorption properties of PP at

the optimized ground state geometry are summarized in Table 3.
We report the CASSCF transition energies for comparison, but it
is known that only transition energies calculated with dynamic
electron correlation are reliable. Therefore, we will only discuss
CASPT2 energies in the rest of the article. By comparing the
CASPT2(0.25) and CASPT2(0.00) columns, it is ascertained
that the former values are always 0.3�0.4 eV larger; this difference
has been found in previous works.35,38 Other properties like dipole
moments or oscillator strengths are much more similar between
the two CASPT2 variants, and only CASPT2(0.25) values are
reported. Of the four transitions studied, only S0 f S2 has a
relatively large oscillator strength and is therefore predicted to be
the active transition in the absorption spectrum. The experi-
mental spectrum shows a broad band at 5.03 eV,39 and in some
solvents a weak shoulder appears in the red end, indicating the
presence of a hidden band. Thus, the experimental absorption
can be safely assigned to the S0 f S2 transition.
As previously found, the CASPT2(0.00) values with the

6-31G* basis set tend to agree very well with the experiment,

while CASPT2(0.25) values are overestimated. This has been
attributed to an error cancellation in the case of CASPT2(0.00),
since in general, when increasing the basis set quality, transition
energies decrease, and then,with larger basis sets, theCASPT2(0.25)
results are closer to experimental results and CASPT2(0.00)
results are underestimated. This can be confirmed in Table 4,
where we show the results of calculations performed with the cc-
pVTZ basis set on the same geometries obtained with 6-31G*.
Other authors have also found that CASPT2(0.25) results are
more robust and in better agreement with other comparable
methods.40 In view of these facts, we will generally report
CASPT2(0.25) values, bearing in mind that transition energies
are probably overestimated by around 0.4 eV due to the limited
basis set employed. One should also be cautious when comparing
with CASPT2 results reported in the bibliography, for many of
them use the CASPT2(0.00) or similar variant.
When the electron configurations of the states are examined,

it is clear that states S3 and S4 correspond mainly to single
excitations from the pyrrole to the phenyl ring. In terms of the
simplified molecular orbitals pictured in Figure 3, S3 is a 2 f 3
transition, and S4 is 2f 4. S1 has a significant contribution from
other orbitals, resulting in a πf π* transition local to the phenyl
ring, while S2 has the larger contribution from 1f 3, but there is
significant mixture of other transitions. It is interesting to note
that, although the absorption to the S2 state is the active one and
this state has an evident charge transfer character, the optimized
ICT structures detailed above (PQ and LQ) correspond to the
electron configuration of S3 (2f 3), as suggested by the values of
Q(Ph) and Q(Py).
The energies and electron configurations of the states at the

GS geometry are in good agreement with previous calculations
by other groups,11,12,14,15 although the DFT/MRCI method
gives relatively lower energies for the S3 and S4 states.
3.1.3. Fluorescence. Experimentally, a single fluorescence

band, assigned to the LE state, is observed in the gas phase or

Table 2. Geometrical Parameters andDipoleMoments of the
Different Optimized Structures of PP in the Gas Phasea

GS (S0) LE (S1) PQ (S1) LQ (S2)

Ph (Å) 1.397 1.432 1.417 1.420

Py (Å) 1.385 1.387 1.389 1.405

Q(Ph) (Å) 0.004 �0.003 0.050 0.074

Q(Py) (Å) 0.025 0.035 �0.085 �0.093

Ph�Py (Å) 1.400 1.385 1.486 1.373

180 � φ (Å) 0.0 0.0 45.7 3.1

θ (deg) 29.7 20.9 89.6 16.1

μ (D) 1.48 0.40 �8.21 �4.67
aGeometries optimized at the SA-CASSCF level, dipoles calculated at
the CASPT2(0.25) level. The negative sign in the dipole indicates the
negative charge is displaced towards the phenyl ring.

Table 3. Vertical Absorption Energies (in eV), Dipole Mo-
ments (in D), and Oscillator Strengths for the PPMolecule in
Gas Phase at the GS Geometrya

vertical energies

CASSCF CASPT2(0.25) CASPT2(0.00) exp.39 μ f

S0 1.48

S1 4.77 4.85 4.51 0.59 0.004

S2 6.04 5.48 5.05 5.03 �3.43 0.436

S3 6.13 5.84 5.53 �7.15 0.012

S4 6.61 6.20 5.92 �10.09 0.037
aDipole moments and oscillator strengths calculated at the CASPT2-
(0.25) level. The negative sign in the dipole indicates the negative charge
is displaced towards the phenyl ring.

Table 4. Same as Table 3, with the cc-pVTZ//6-31G* Basis
Set

vertical energies

CASSCF CASPT2(0.25) CASPT2(0.00) μ f

S0 1.50

S1 4.72 4.71 4.28 0.42 0.004

S2 5.89 5.20 4.71 �3.83 0.449

S3 5.96 5.57 5.21 �7.41 0.012

S4 6.37 5.85 5.49 �10.08 0.061

Figure 3. Main active molecular π orbitals of PP (simplified). Dashed
contributions appear in more planar structures (lower θ). In the
dominant ground state configuration, orbitals 1 and 2 are doubly
occupied, while 3 and 4 are empty (12223040).
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nonpolar solvents,10,34,39,41,42 with a maximum at around
4.10�4.15 eV. In Table 5, we have summarized the calculated
emission properties from the three excited-state structures
obtained. The predicted LE fluorescence agrees very well with
the experimental value, as does the Stokes shift, and the low
oscillator strength is in accord with the findings of Belau et al.,43

who conclude that the observed fluorescence occurs from a state
different from that populated at excitation. The two charge
transfer geometries have very different fluorescence properties:
emission from the charge transfer state in PQ is around 0.9 eV
lower in energy than in LQ, and its oscillator strength is
significantly weaker. The ΔE values indicate that, while all three
states are below the Franck�Condon absorption to S2 (5.48 eV,
see Table 3), only LE has a lower energy than S1 at the GS
structure (4.85 eV). This may explain why a single fluorescence
band, corresponding to LE, is observed in the gas phase. TheΔE
value for the LE structure, 4.67 eV, can be compared with the
experimental 0�0 transition which is found at around 4.40 eV.34

A scheme of the relative energies of the states at the different
geometries is presented in Figure 4.
As happened in the case of absorption, calculations with the cc-

pVTZ basis set yield lower transition energies by around 0.2 eV
andmake the CASPT2(0.00) values underestimated with respect
to the experimental results. For comparison, cc-pVTZ result are
given in Table 6.
3.2. Acetonitrile Solution. 3.2.1. Optimized Geometries. The

same structures obtained in the gas phase for the PP molecule
were also optimized in acetonitrile solution, using the ASEP/MD
method16�18 to model the solvation. The resulting geometries
are given in Table 7. In the case of the LQ structure, it was
not found to be a minimum but yielded the BQ structure when
fully optimized (see below). The reported LQ geometry in
solution corresponds to an optimization with the C8�C7�
C6�N1 and C10�C11�C6�N1 dihedrals fixed to the ground
state geometry values (an unconstrained optimization from the
Franck�Condon point proceeds first to LQ and then to BQ).
The GS and LE geometries are hardly affected by the solvent,

and only a small increase in the dipole moment is observed. The
charge transfer structures PQ and LQ, as expected, suffer more
significant changes. The φ angle in PQ becomes more linear, and
the θ angle in LQ becomes more planar. The bond lengths are
more similar between both structures than in the gas phase. The
dipole moments are also quite similar and greatly enhanced from
the gas phase values. These findings are in agreement with results
obtained with the PCM method.15

In solution, we found another optimized structure for a charge
transfer state, characterized by pyramidal C6, like PQ, but with a

nonperpendicular θ; this structure will be called BQ (bent
quinoidal). In Table 7, it can be seen that the bond lengths
and dipole moment are rather similar to PQ and LQ. The
optimized charge transfer state in all three quinoidal structures
obtained (PQ, LQ, and BQ) is dominated by the single excitation
2 f 3 (see Figure 3), suggesting that they belong to the same
electronic energy surface. As in the gas phase calculations, we
could not obtain an optimized geometry of antiquinoidal
(negative Q(Ph)) character.
3.2.2. Absorption. The results for ground state absorption

properties of PP in CH3CN are summarized in Table 8. The
values obtained are very similar to those in the gas phase, with a
small blue shift in the transition energies. The dipole moments of
the S0 and S1 states are slightly increased, while the dipoles
decrease for the other states due to their opposite direction. The
calculated solvatochromic shift, 0.07 eV, contrasts with the
experimental shift, �0.12 eV. A similar discrepancy was found
in DMA (N,N-dimethylaniline) and DMABN,35,38 and we attri-
bute it to the neglect of the dispersion component in the electron
transition energies. The dispersion component is expected
to be quite uniform among solvents of similar refractive indexes,
such as hexane (n = 1.375) and acetonitrile (n = 1.342). By
comparing the transition energies in the gas phase (5.03 eV) and
in hexane (4.87 eV),10 we can get an estimation for the dispersion
contribution to the solvatochromic shift. If this estimation
(�0.16 eV) is added to the calculated gas�acetonitrile shift, an
almost perfect agreement with experimental results is obtained.
Otherwise, the blue shift in a vertical transition can be expected,
in view of the opposite direction of the dipole moments in the S0
and S2 states.
3.2.3. Fluorescence. The calculated emission energies from the

different optimized excited states in solution are shown in Table 9.

Table 5. Vertical Emission Energies (Transitions to S0, in
eV), Dipole Moments (in D), and Oscillator Strengths for the
PP Molecule in the Gas Phasea

vertical energies

CASPT2(0.25) CASPT2(0.00) μ f ΔE

LE (S1) 4.45 4.12 0.40 0.005 4.67

PQ (S1) 3.80 3.55 �8.21 0.001 5.12

LQ (S2) 4.71 4.41 �4.67 0.011 5.42
aΔE is the relative energy (in eV) with respect to S0 at the ground state
minimum, GS. Dipole moments, oscillator strengths, and ΔE calculated
at the CASPT2(0.25) level. The negative sign in the dipole indicates the
negative charge is displaced towards the phenyl ring.

Table 6. Same as Table 5, with the cc-pVTZ//6-31G* Basis
Set

vertical energies

CASPT2(0.25) CASPT2(0.00) f ΔE

LE (S1) 4.32 3.90 0.005 4.56

PQ (S1) 3.64 3.34 0.001 5.04

LQ (S2) 4.52a 4.15 0.010 5.22
aAt this level, the charge transfer state is S1.

Table 7. Geometrical Parameters and Dipole Moments of the
Different Optimized Structures of PP in Acetonitrile Solutiona

GS (S0) LE (S1) PQ (S1) LQ (S1)
b BQ (S1)

Ph (Å) 1.397 1.432 1.415 1.415 1.415

Py (Å) 1.385 1.387 1.388 1.393 1.391

Q(Ph) (Å) 0.004 �0.003 0.056 0.063 0.061

Q(Py) (Å) 0.023 0.034 �0.092 �0.095 �0.096

Ph-Py (Å) 1.404 1.386 1.468 1.417 1.446

180 � φ (�) 0.1 0.1 36.5 1.3 32.0

θ (�) 29.4 19.0 87.0 32.7 41.7

μ (D) 1.96 0.56 �11.92 �10.79 �10.91
aGeometries optimized at the SA-CASSCF level; dipoles calculated at
CASPT2(0.25) level. The negative sign in the dipole indicates the
negative charge is displaced towards the phenyl ring. bNot a fully
optimized minimum, see the text.
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As with the absorption, there is very little change in the emission at
the LE geometry, something that is also observed experimentally for
the LE band (4.05 eV in CH3CN,

10 4.10 eV in the gas phase).
The most interesting results are obtained by comparing the

emissions from the ICT structures. There is a large variation
in the transition energies for PQ, LQ, and BQ, of almost 1 eV,
and the oscillator strength ranges from practically zero (less than
3� 10�5) to approximately the same value as for the LE emission,
both quantities increasing in the order PQ < BQ < LQ. The band
maximum for the experimentally observed CT band in aceto-
nitrile is located at 3.48 eV; this would agree (considering the
overestimation of the transition energies with CASPT2(0.25)
already discussed) with the LQ emission, the emissions for PQ
and BQ being too low.
The relative free energy of the states at their respective

structures is listed in the ΔG column. A scheme of the energies
of the first five states for each structure is shown in Figure 5. The
three ICT structures have a similar energy, well below S2 at GS
and comparable to S1, and are therefore accessible from the initial
excitation of the molecule; they are also very close to the energy
of the fluorescing LE state.

The almost constant energy from LQ to BQ and PQ indicates
that the free energy surface is probably very flat between these
structures, and fluorescence would be more likely wherever the
oscillator strength for the S1f S0 transition is larger. This would
favor emission at LQ and BQ, while the PQ geometry, although
energetically available, would give rise to almost no fluorescence.
Druzhinin et al.10 have estimated some thermodynamic quan-

tities for the PP system from the fluorescence properties; in
particular, they conclude the free energy difference between the
emitting LE and ICT states is lower than 1 kcal/mol in
acetonitrile at room temperature. Our results yield an ICT state
about 4 kcal/mol (0.18 eV) higher in energy than the LE state;
considering the errors, approximations and assumptions in the
experiments, interpretations, and calculations, there is qualitative
agreement with the recent experimental findings.
It is interesting that the best accord with the experimental

fluorescence is obtained for the LQ structure, which is not a true
minimum in our calculations. This could be due to a limitation in
the calculation level used in this work, and it is possible that by
including a more complete description in the quantum calcula-
tions a true minimum with lower relative energy would be

Table 8. Vertical Absorption Energies (in eV), Dipole Mo-
ments (in D), and Oscillator Strengths for the PPMolecule in
Acetonitrile at the GS Geometrya

vertical energies

CASPT2(0.25) exp.10 μ f

S0 1.96

S1 4.89 1.22 0.003

S2 5.55 4.91 �2.41 0.413

S3 5.96 �6.26 0.014

S4 6.38 �9.48 0.037
aThe negative sign in the dipole indicates the negative charge is
displaced towards the phenyl ring.

Table 9. Vertical Emission Energies (Transitions to S0, in
eV), Dipole Moments (in D), and Oscillator Strengths for the
PP Molecule in Acetonitrilea

vertical energies

CASPT2(0.25) μ f ΔG

LE (S1) 4.47 0.56 0.005 4.68

PQ (S1) 3.02 �11.92 0.000 4.86

LQ (S1) 3.95 �10.79 0.004 5.03

BQ (S1) 3.31 �10.91 0.002 4.86
aΔG is the relative free energy (in eV) with respect to S0 at the ground
state minimum, GS. The negative sign in the dipole indicates the
negative charge is displaced towards the phenyl ring.

Figure 4. Relative energies (CASPT2(0.25), in eV) of the calculated electronic states of PP in the gas phase at the optimized geometries. The state for
which each geometry is optimized is drawn as a wavy line. States of equivalent electron configuration are joined by lines. For the nature of the different
states, labeled on the left, refer to Table 3, Figure 3, and the corresponding text.



1856 dx.doi.org/10.1021/ct2001182 |J. Chem. Theory Comput. 2011, 7, 1850–1857

Journal of Chemical Theory and Computation ARTICLE

obtained. On the other hand, the experimental fluorescence band
maximum need not correspond to aminimum in the excited state
surface, and other elements such as the system’s dynamics and
the Franck�Condon factors should be included. Some of these
considerations favor the fluorescence at an LQ-like structure.
First, as pointed out above, the oscillator strength for the electron
transition is higher at LQ than at BQ or PQ. Also, the overall
molecular shape in LQ is more similar to GS and LE; this means
that the structure can be reached with less important solvent
reorganization around the solute, while for reaching BQ or PQ
more significant solvent changes are needed.
To investigate this suggestion, we optimized the ICT state

keeping the solvent frozen in equilibrium with the ground state.
The result was a geometry practically identical to LQ in the gas
phase, and the transition energywas very similar as well (4.80 eV). It
indicates, nevertheless, that the frozen solvent does not pose
significant electrostatic or steric impediments to the solute’s attain-
ing a geometry close to LQ.When afterward the solvent geometry is
relaxed and the solute and solvent are mutually equilibrated, as we
mentioned above, the solute geometry proceeds by first keeping the
φ angle around 180�, and only later is the molecule bent.
In another calculation, the solute geometry was fixed at GS,

and the solvent was equilibrated with the active absorption state
(identified by its large oscillator strength, initially S2). In this
situation, S0 and S1 are destabilized by 0.33 eV and 0.20 eV,
respectively, while S3 and S4 are stabilized by 0.36 eV and 0.61 eV.
This is expected given the orientation and magnitude of the
dipole moments of the states. The result is that the S2 and S3
states become almost degenerate, but the S1 state still corre-
sponds to a local excitation.
Considering the above two calculations together, it can be

concluded that the solvent’s direct influence alone is not
sufficient to stabilize the ICT state below the LE one, and a
change in the solute geometry is needed. This change, however, is
not necessarily a twist of the two rings (θ angle), themodification
of the rings’ bond lengths, combined with the solvent equilibra-
ton, being enough to ensure the ICT state becomes the first
excited state, S1.

Xu et al.,15 in a theoretical study of PP and FPP with a similar
computational level to the present work, but using the PCM
solvent model, arrived to different conclusions. They report, as
we do, a considerably flat energy surface for the ICT state. On
this surface, they locate a minimum ICT structure comparable to
our PQ and two other structures with linear φ angle, planar and
twisted (PICT and TICT), with θ equal to 0� and 90�,
respectively (these two with symmetry constraints). The solva-
tochromic shift they obtain with PCM for PQ is about half of
what we get (0.30 eV vs 0.78 eV), which may be due to the
absence of specific interactions in PCM, or to the different active
space used in both calculations. The lower solvent shift in their
calculations led Xu et al. to discard the linear structures as
responsible for the observed “anomalous” band and to accept
the PQ structure as the source of the band, in spite of its
fluorescence energy being underestimated and the computed
oscillator strength being very small.

4. CONCLUSIONS

We have studied the ground and excited singlet states of
1-phenylpyrrole in the gas phase and in acetonitrile solution,
using a high-level quantum method for the electronic structure
and an explicit MMmodel for the solvent. The optimized ground
state, GS, and locally excited state, LE, structures provide good
agreement with the observed absorption bands and the higher-
energy fluorescence band. These states have very low dipole
moments and are very weakly affected by the solvent; conse-
quently, the absorption and emission properties show little
change between the gas phase and solution.

The case is different for the internal charge transfer state, ICT.
We could optimize different geometries for an ICT state, all of
them belonging apparently to the same electronic surface
(corresponding to a 2 f 3 single excitation, see Figure 3) and
featuring a quinoidal deformation in the phenyl ring. In gas
phase, the lowest-energy structure has perpendicular rings and a
pyramidal C6 atom, and another minimum was found for a
structure more similar to GS, with a small θ angle and a linear φ

Figure 5. Relative free energies (CASPT2(0.25), in eV) of the calculated electronic states of PP in acetonitrile solution at the optimized geometries. The
state for which each geometry is optimized is marked as a wavy line; this is also the state with which the solvent is in equilibrium. States of equivalent
electron configuration are joined by lines. For the nature of the different states, labeled on the left, refer to Table 8 and Figure 3.
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angle. Both ICT structures are significantly higher in energy than
the LE minimum and higher than the Franck�Condon point on
absorption too, explaining why no fluorescence from this state is
observed in the gas phase.

In acetonitrile solution, the ICT state is stabilized, and its
energy becomes similar to the LE minimum. The free energy
surface seems very flat from the LQ (linear) to the PQ (perpen-
dicular and bent) structure, which makes emission possible from
any point of the path. In this direction of geometry change, the
emission energy decreases, but so does the oscillator strength,
which gives a measure of the probability of transition. Thus,
fluorescence is more likely in earlier structures, closer to LQ,
where the solute molecule remains linear and with a low twist,
and without requiring a large reorganization of the solvent.

Our proposal for the dual florescence in 1-phenylpyrrole is
therefore that there are several ICT geometries accessible in
polar solvents. The twist between the two rings is not necessary
to stabilize the ICT state; the needed changes are the quinoidal
deformation of the phenyl and the solvent equilibration with the
charge transfer state. The fact that ICT fluorescence is more
likely in geometries near LQ can explain why this fluorescence is
relatively more intense in the planar and rigidized fluorazene:
part of the ICT population of PP can change the geometry and
relax through other paths, something that cannot happen in
fluorazene.
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