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ABSTRACT: The effects of the solvent and protonation state
on the electronic absorption spectrum of the para-coumaric
acid (pCA), a model of the photoactive yellow protein (PYP),
have been studied using the ASEP/MD (averaged solvent
electrostatic potential from molecular dynamics) method. Even
though, in the protein, the chromophore is assumed to be in its
phenolate monoanionic form, when it is found in water
solution pH control can favor neutral, monoanionic, and
dianionic species. As the pCA has two hydrogens susceptible of
deprotonation, both carboxylate and phenolate monoanions are possible. Their relative stabilities are strongly dependent on the
medium. In gas phase, the most stable isomer is the phenolate while in aqueous solution it is the carboxylate, although the
population of the phenolate form is not negligible. The s-cis, s-trans, syn, and anti conformers have also been included in the
study. Electronic excited states of the chromophore have been characterized by SA-CAS(14,12)-PT2/cc-pVDZ level of theory.
The bright state corresponds, in all the cases, to a π → π* transition involving a charge displacement in the system. The
magnitude and direction of this displacement depends on the protonation state and on the environment (gas phase or solution).
In the same way, the calculated solvatochromic shift of the absorption maximum depends on the studied form, being a red shift
for the neutral, carboxylate monoanion, and dianionic chromophores and a blue shift for the phenolate monoanion. Finally, the
contribution that the solvent electronic polarizability has on the solvent shift was analyzed. It represents a very important part of
the total solvent shift in the neutral form, but its contribution is completly negligible in the mono- and dianionic forms.

1. INTRODUCTION

Because of its importance for living beings, it is of great interest
to understand how the interaction with light can trigger so
many different processes in biological systems. Probably, two of
the most relevant and amazing processes that can be cited are
the vision process and the movement of microorganisms
toward or away from an irradiation source, as found in several
eubacteria. In this case, light triggers a motor response of the
organism called phototaxis, negative if the bacterium moves
toward less illuminated areas or positive if the shift is toward
the light. The photoreceptor protein related with the negative
phototaxis of Halorhodospira halophila,1 under blue light
irradiation, is the photoactive yellow protein (PYP).2,3 This is
a small and water-soluble protein, formed by 125 amino acids
and a prosthetic group or chromophore, the trans-p-coumaric
acid, covalently linked to the protein via a thioester bond to
Cys69. According to resonance Raman spectra,4 in the ground
state, the chromophore is in the phenolate trans form, the
negative charge being stabilized by hydrogen bond interactions
with the network formed by the surrounding amino acids
Tyr42, Glu46, and Thr50. After irradiation (446 nm), the
photoprotein enters a photocycle where the primary event is
the isomerization of the chromophore’s double bond5−8 on a

subpicosecond time scale, very similar to retinal photo-
isomerization in the visual process.9 The comprehension of
the key interactions leading to the isomerization mechanism
needs the complementary effort of experimental and theoretical
studies of the chromophore in different environments: gas
phase, solution, and inside the protein.
A first, evidence of the medium effect on the pCA

chromophore is found in the absorption spectrum. In gas
phase, the p-coumaric monoanion (pCA−) absorbs at 430
nm10,11 whereas in water solution the absorption maximum
varies with the pH11,12 being located at around 310, 283, and
334 nm at acid (pCA), neutral (pCA−), and basic (pCA2−)
conditions. It is important to note that pCA has two hydrogens
susceptible of deprotonation and in solution the carboxylic
hydrogen is more acid than the phenolic one. Thus, in passing
from acidic to neutral condition, the chromophore will first lose
the carboxylic hydrogen yielding the carboxylate anion rather
than the phenolate. Nevertheless, in gas phase, the phenolate
anion is found to be more stable than the carboxylate due to the
possibility of delocalizing the negative charge along the
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structure, whereas in the carboxylate the negative charge
remains on the carboxylic fragment, according to the resonance
structures proposed for pCA− in Figure 1. So, the comparison

of the absorption maxima in different environments must be
performed carefully. In order to ensure that the phenolate
anion is the monoanionic form present, other pCA derivatives
have been studied. In this way, the deprotonated trans-
thiophenyl-p-coumarate (pCT−) in gas phase absorbs at 460
nm11 whereas in water solution the maximum is blue-shifted
until 395 nm.11 Comparing these results with the protein
absorption, it can be observed that by passing from gas phase
(460 nm) to the protein (446 nm) and finally to water solution
(395 nm), the absorption is gradually blue-shifted.
In this work, we have focused in the study of the changes

induced by the solvent on the absorption spectra of a model of
the PYP chromophore. Even though several models have been
employed both in theoretical and experimental studies, most of
the efforts have been oriented to the anionic esters and
thioesters (O−CH3, S−CH3, S−Ph), ketone (CH3), and amide
(NH2) derivatives. Comparatively, less attention has been paid
to the carboxylic derivative (COOH) probably due to the
difficulty of having two possible monoanionic forms, the
phenolate and the carboxylate, depending on the conditions of
the experimental study. By using action spectroscopy coupled
with ion-storage ring and electrospray techniques, the gas-phase
absorption spectra of pCA−, pCT− (the anionic thiophenyl
ester derivative), and OMpCA− (the anionic methyl ester
derivative) have been registered.10,11,13 For Rocha-Rinza et
al.,10 the in vacuum absorption spectra of phenolate and
carboxylate anions are coincident, both maxima being located at
around 430 nm. Nevertheless, most of the available theoretical
methods10,14,15 lead to very different values for these maxima.
The aug-MCQDPT2 is the only one that provides excitation
energies for both anions that are within 0.1 eV of the
experimental peaks.10 It is important to note that the calculated
maximum for the phenolate anion agrees with the experimental
value while that corresponding to the carboxylate deviates to
larger excitation energies. This discrepancy is most likely due to
some problems with the experiment or its interpretation. For
instance, Zuev et al.15 suggest contamination of the carboxylate
sample by the phenolate isomer. The latter presents much
larger oscillator strength and traces of it in the carboxylate
sample could result in relatively large absorption. In any case,
this disagreement between calculations and experiments
remains nowadays an unresolved challenge.
Another point to take into account is the metastable

character of the anionic excited states of pCA in gas phase.
This means that the lowest excited states of the monoanions
are above the detachment continuum and consequently they
are autoionizing resonance states.15−17 A correct treatment of

these metastable states needs a good representation of their
interaction with the continuum, as it is done, for instance, by
methods including complex absorption potential18,19 and
complex-scaling methods.20−23 This is one of the reasons
why the comparison between the vertical excitation energies
obtained by experimental and theoretical techniques in gas
phase must be treated carefully. In any case, the ionization
potential is displaced to higher energies when the calculation is
performed in the presence of two water molecules16 close to
the phenolic oxygen (with the intent of mimicking solvent
interactions) or an arginine17 at the position occupied by the
Arg52 in the protein environment (in the protein, this amino
acid has been thought to be responsible for the stabilization of
the negative charge of the chromophore).
Even if there exist a great number of theoretical calculations

in gas phase, this is not the case for theoretical studies in
solution. In fact, apart from the experimental studies, not many
theoretical results in solution can be found in the literature, and
in general, they use microhydratation24 or continuum methods
to describe the solvent.25−28 It is our aim in this work to
perform a detailed study of the differences between the
absorption spectra in gas phase and in solution of the different
protonation states of the pCA, Figure 2. Given the experimental

study12 of the absorption spectra of pCA in different pH
conditions, we regard this study as an opportunity of comparing
theory and experiment of the same system. The in water
solution calculations will be performed by making use of the
ASEP/MD29 method, a QM/MM method that permits to
combine a microscopic description of the solvent with a high-
level quantum mechanics treatment of the solute, following the
philosophy of sequential QM/MM methods (see the Method
section and references therein). In addition, the comprehension
of the interaction between the chromophore and the solvent is
a valuable piece for solving the puzzling role of the protein’s
active site on the mission designed by nature for the PYP.

2. METHOD AND COMPUTATIONAL DETAILS
2.1. Method. Over the last two decades, our research group

has developed a computational method oriented to the study of
solvent effects. This method is known as ASEP/MD,29−32

acronym for averaged solvent electrostatic potential from
molecular dynamics. As a starting and reference point, the
main requirements the method had to fulfill were to provide an
accurate, quantum-mechanical, treatment of the solute, a
microscopic description of the solvent, which accounts for
the possible specific interactions between solute and solvent,
and, additionally, an affordable computational cost. To achieve
this, the ASEP/MD method makes use of the mean field
approximation33,34 (MFA). In this approximation, instead of

Figure 1. Resonance forms of the monoanion pCA−. Carboxylate at
the top and phenolate at the bottom.

Figure 2. Possible neutral, monoanionic, and dianionic forms of the p-
coumaric acid.
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considering specific solvent configurations, the perturbation
enters into the solute molecular Hamiltonian in an averaged
way. Consequently, ASEP/MD through the MFA permits to
reduce the number of quantum calculation from several
thousands, as usual in QM/MM35 methods, to only a few,
and the highest levels of theory available at present can be
employed. Obviously, the prize to pay is missing the
information about the absorption band broadening, a common
shortcoming for all methods under the MFA. Nevertheless, it is
possible to recover part of this information, although we have
not done that in this work.36 The way in which ASEP/MD
engages quantum calculations and molecular dynamics
simulations in the context of the MFA is sequential,37 that is,
from a fully MM molecular dynamics simulation38 an averaged
solvent representation is obtained, and it is introduced as point
charges into the quantum calculation of the solute. Once the
associated Schrödinger equation has been solved, the updated
solute charge distribution is used in a new molecular dynamics
simulation. MM simulations and quantum calculations are
successively iterated until the charge distribution of the solute
and the solvent structure around it become mutually
equilibrated. Other sequential QM/MM methods using the
MFA are RISM/SCF,39−41 ASEC/MC,42 MF-QM/MM,43 and
methods based in the frozen density embedding theory
(FDET).44 The main difference between them is the way in
which the averaged representation of the solvent is obtained
and introduced in the QM calculations.
As usual in QM/MM35 methods, the ASEP/MD Hamil-

tonian is partitioned into three terms

̂ = ̂ + ̂ + ̂H H H HQM MM int (1)

corresponding to the quantum part, ĤQM, the classical part,
ĤMM, and the interaction between them, Ĥint
The energy and the wave function of the solvated solute

molecule are obtained by solving the effective Schrödinger
equation:

̂ + ⟨ ̂ ⟩ |Ψ⟩ = ̅|Ψ⟩H H E( )QM int (2)

where the brackets denote a statistical average.
From a computational point of view, it is convenient to split

the interaction term into two components associated to the
electrostatic and van der Waals contributions:

⟨ ̂ ⟩ = ⟨ ̂ ⟩ + ⟨ ̂ ⟩H H Hint int
elect

int
vdw

(3)

In general, it is assumed that the van der Waals contribution
has little effect on the solute wave function, and therefore, it is
usual to represent it through a classical potential that depends
only on the solute−solvent nuclear coordinates. It may then be
omitted from the electronic Schrödinger equation, but it will
obviously contribute to the final value of the energy, and energy
derivatives. In our case, a Lennard-Jones potential was used.
Therefore, in our model, only the electrostatic MFA term

enters into the electron Hamiltonian, and it is defined as30,33,34

∫ ρ ρ⟨ ̂ ⟩ = · ̂⟨ ⟩H r V rd ( ; )int
elect

S (4)

where ρ̂ is the solute charge density operator and ⟨VS(r;ρ)⟩ is
the averaged solvent electrostatic potential (ASEP) generated
by the solvent at the position r. As indicated, the ASEP depends
on the solute charge distribution, and as it changes for
successive molecular simulations, the ASEP/MD process must
be iterated until convergence is achieved.

In addition to the description of the mutual polarization of
the solute and the solvent through its iterative process, ASEP/
MD is able to locate critical points on free-energy surfaces and
calculate free-energy differences between different solute
structures. For geometry optimization in solution, a technique
based on the use of the free-energy gradient method45−48 is
employed.
Once the stationary points are located in solution, their

relative stability must be determined. With the ASEP/MD
methodology, the free-energy difference in solution between
two given states is written as the sum of two terms,49

Δ = Δ + ΔG E Gsolute int (5)

ΔEsolute is the internal energy difference between the two solute
states at QM level defined as

Δ = − = ⟨Ψ | ̂ |Ψ ⟩ − ⟨Ψ | ̂ |Ψ ⟩E E E H HB A B
B

B A
A

Asolute QM QM (6)

where ĤQM
X is the gas-phase Hamiltonian for the state X, and

ΨX is the electronic wave function of the state X in solution.
These wave functions are obtained by solving the effective
Schrödinger equation (eq 2), with the solvent influence.
The second term of eq 5, ΔGint, is the difference in the

solute−solvent interaction free energy, and it is calculated with
the free energy perturbation (FEP) method.50 It must be noted
that, although geometries and charges for the initial and final
states of the solute are calculated quantum mechanically with
the ASEP/MD method, the ΔGint term is obtained through
classical simulations.
A fundamental quantity in the study of solvent effects on the

electron spectra is the solvent shift, δ, on the absorption energy,
defined as the difference between the transition energy values
calculated in solution, Eexc, and in gas phase, Eexc

0 .

δ = −E Eexc exc
0

(7)

where the different contributions for the calculation of the
energy transitions are obtained from eq 2.
This procedure must be modified if the solvent electron

polarizability is included. The solvent polarization involves the
coupling of the QM solute in the state under study with the
electronic polarization of the solvent. To this end, we assigned a
molecular polarizability to every solvent molecule, located at its
center of mass, and simultaneously replaced the effective
solvent charge distribution used in the MD calculation by the
ab initio gas-phase values of the solvent molecule. The dipole
moment induced on each solvent molecule is a function of the
dipole moments induced on the rest of the molecules and of
the solute charge distribution, and hence, the electrostatic
equation has to be solved self-consistently. The process finishes
when convergence in the solute and solvent charge distribution
is reached.
The total energy of the system (quantum solute and

polarizable solvent) is obtained as51,52

= + + + +ρ ρE E E E E E
1
2

1
2qq pq q p dist

solute
(8)

Here, q refers to the permanent charges of the solvent
molecules, p to the induced dipoles on the solvent, and ρ is the
solute charge density. The last term in eq 8 is the distortion
energy of the solute, that is, the energy spent in polarizing it.
The different contributions are53
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where Ψ and Ψ0 are in solution and in vacuo solute wave
functions, respectively, and Vi

ρ and Vi
q are the electrostatic

potentials generated by the solute charge distribution and by
the permanent charges of the solvent, respectively. The electric
field generated by the solute and solvent permanent charges
are, respectively, D⃗i

ρ and D⃗i
q.

Once the solvation energy has been calculated for the ground
and excited states, the solvent shift, δ, reads now

δ δ δ δ δ= + + +ρ ρ
1
2

1
2pq q p dist

solute
(10)

The term δqq cancels out because, in vertical transitions
where the Franck−Condon approximation is applicable, the Eqq
term takes the same value in both the ground and the excited
state; that is, the equilibrium solvent structure is only calculated
for the ground state. From a practical point of view, that means
that the first self-consistent process is carried out just for the
ground state. However, the second cyclic process that permits
the response of the electron degrees of freedom of the solvent
is carried out for both the ground and the excited states.
Further details can be found elsewhere.53−55

2.2. Computational Details. Geometry optimizations of
the solute, both in gas phase and in solution, were done with
the B3LYP functional56 in the context of the density functional
theory57 (DFT), using the cc-pVDZ basis set. In solution
calculations were performed with the ASEP/MD software29

using Gaussian0958 and Moldy59 programs for quantum
calculations and molecular dynamics, respectively. Vertical
excitation energies were computed with Molcas-7.460 with the
same basis set. The effect of the electronic solvent polarization
on the vertical excitation energy and solvent shift values has
been analyzed. For these calculations, the complete active space
self-consistent field (CASSCF) multireference theory61 was
used to account for the near-degeneracies of different electronic
configurations. The active space included all the π space which
entails 14 electron in 12 orbitals. All calculations were
performed using a state average (SA) of the first ten singlet
states, with equal weights. This can be considered as an
unusually large number of roots, but the choice was made in
order to keep the same number of roots in calculations for the
neutral, monoanionic, and dianionic forms of pCA. As it is
known, for gas-phase CASSCF calculations, the bright state of
the carboxylate monoanion is very high in energy. In fact, it is
the sixth root when a state average of ten states was considered.
Nevertheless, we checked that, for the rest of the studied
species, the transition energies were almost unaffected when the
number of roots in the wave function was reduced to five. For
instance, the change in transition energies for the neutral form
was around 0.01 eV.
In order to take into account the rest of the correlation

energy,62 called dynamic correlation, a multireference second-

order perturbation theory63,64 (CASPT2) was employed, using
the SA(10)-CASSCF(14,12) wave function as reference.
Because of the limited size of the basis set and in order to
facilitate comparison with experiment, we use a value of 0.0 for
the ionization potential−electron affinity (IPEA) shift in the
CASPT2 calculation.65−68 To minimize the appearance of
intruder states, an additional imaginary shift of 0.1i Eh was used.
The oscillator strengths were calculated with the RASSI
algorithm implemented in Molcas. Test calculations with larger
basis sets (cc-pVTZ, aug-cc-pVDZ) showed that the trends,
features, and conclusions reported in this work are not
significantly affected by the basis set, although the transition
energies decrease by 0.2−0.3 eV (see the Supporting
Information).
The molecular dynamics simulations included 900 water

molecules and one molecule of solute in a cubic box of 30 Å
side in order to reproduce the experimental solvent density. All
molecules had fixed intramolecular geometry. For the solute,
the Lennard-Jones parameters were taken from the optimized
potentials for liquid simulations, all atoms (OPLS-AA69) force
field, and the atomic charges were obtained from the quantum
calculations using the CHELPG70,71 method. For water
molecules, the TIP3P72 model was employed. Periodic
boundary conditions were applied and a spherical cutoff was
used to truncate interatomic interactions at 11.6 Å. The
electrostatic interaction was calculated with the Ewald
method,38 and the temperature was fixed at 298 K with the
Nose−́Hoover thermostat.73 Each simulation was run in the
NVT ensemble for 75 ps, with a time step of 0.5 fs, where the
first 25 ps were used for equilibration and the last 50 ps for
production. In solution final results were obtained by averaging
the last five ASEP/MD cycles, and therefore, they represent a
250 ps average.
The variation of the electron density upon vertical transitions

has been calculated with Molden74 from the CASSCF wave
functions. In the three-dimensional maps, the electron flux goes
from the blue part toward the red one, that is, blue for a
decrease in density and red for an increase.

3. RESULTS
3.1. Neutral Species. For the neutral form of the trans-p-

coumaric acid (pCA), four conformers can be proposed. Two
of them attending to the cis or trans disposition of the central
vinyl double bond and the carboxylic double bond of the acid
terminal group, s-cis and s-trans. For each of these species, the
hydrogen of the phenolic group can be disposed in syn or anti
position relative to the central double bond. These four species
are displayed in Figure 3 and are identified as I (s-cis-anti), II (s-
cis-syn), III (s-trans-anti) and IV (s-trans-syn).

3.1.1. Solvent-Induced Changes in the Structure, Charge
Distribution, and Relative Stability of the Neutral Forms.
Gas-phase optimizations lead to planar structures with bond
lengths and angles similar for all the neutral species. In all of
them, it can be noted a slight quinoidal character of the
phenolic ring as the C2−C3 and C5−C6 bonds present a more
marked double-bond character than the rest of the ring. For
more details about the optimized geometry of the neutral
species see the Supporting Information where the geometric
parameters of all the studied isomers can be found. With
respect to energetic stability of these conformers, see Table 1,
the s-cis isomer is only 0.8 kcal/mol more stable than the s-trans
and no differences can be noted between syn and anti
conformers for each of them. Our geometrical and energetic
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results are analogous to those published by Gromov et al.75

where the thermodynamically most favorable form for pCA is
the s-cis-syn isomer and where the difference between anti and
syn isomers is around 0.1 kcal/mol. Regarding the electronic
distribution, the total dipole moment of a molecule can be
considered as the vector sum of the constituent bond dipole
moments. This concept roughly helps in the interpretation of
the differences found in the dipole moment of the I to IV
ground state forms showed in Table 2. In this way, when the
direction of the dipole moment corresponding to the phenolic
OH bond is opposite to that showed by the carboxylic CO
bond (anti rotamer for the s-cis isomer, I, and syn rotamer for
the s-trans, IV), the total dipole moment is lower than when the
direction of the two bond dipoles is parallel (syn rotamer for
the s-cis isomer, II, and anti rotamer for the s-trans, III). By

pairs the magnitude of these total dipole moments is similar (I
and IV around 1.5 D, and II and III around 2.5−3.0 D).
In water solution, the electronic distribution of the

chromophore polarizes as a result of the interaction with the
solvent. This polarization evidences itself in the increase of the
dipole moment with respect to the gas-phase value. For the I
form (see Table 2), the observed increase is 53−77% for S0 and
S1 states and 40−57% for the S2 excited state. As for the relative
stability of the different isomers, it can be observed that in
solution the s-cis conformer is still preferred to the s-trans, but
an inversion of the syn and anti stability is found. Thus, if in gas
phase anti rotamers are preferred to the syn ones, in solution
the opposite is verified and the syn conformations are slightly
more stable than the anti. See ΔG in Table 1. In any case, given
the approximations introduced in the calculation and the low
value of the free-energy differences these results must be taken
with caution.
Variations in the geometric parameters of the chromophore

ground state introduced by the solvent are not very significant
and they are similar for all the neutral conformers. As a general
trend, double bonds become shorter and single bonds longer.
The terminal parts of the chromophore present a larger
interaction with the water molecules as they can form hydrogen
bonds with it. As a consequence, O−H and CO bond
lengths show larger values in solution than in gas phase. From
the analysis of the most representative radial distribution
functions, see Figure S1 in the Supporting Information, one can
conclude that there are no differences in the equivalent
functions of the four isomers.

3.1.2. Solvent Shifts on the Electronic Spectra of the
Neutral Forms. As shown in Table 2, the most probable (π →
π*) transition in gas phase is the absorption to the S2 state with
an oscillator strength of around 0.5. This is a HOMO →
LUMO transition involving a gap of 4.5 and 4.6 eV for the s-cis
and s-trans isomers, respectively. The transition to the S1 state
corresponds to a HOMO → LUMO + 1 transition with an
energy gap of around 4.23 eV for all the forms. In Figure 4, the
involved orbitals and the three-dimensional maps of the
electron density variation upon vertical transitions for S0 →
S1 and S0 → S2 of I are displayed. Similar results are obtained
for the rest of the neutral forms. The showed orbitals present
the same topology as those reported by Gromov et al.75 The S0

Figure 3. Studied isomers of the neutral p-coumaric acid (pCA).

Table 1. Energy Differences for the Different Isomers of the
Neutral pCAa

gas phase water solution

ΔE ΔEsolute ΔGint ΔG

I (s-cis-anti) 0.00 0.00 0.00 0.00
II (s-cis-syn) 0.09 0.10 −0.37 −0.27
III (s-trans-anti) 0.81 1.14 −0.10 1.04
IV (s-trans-syn) 0.84 1.17 −0.69 0.49

aGas-phase and water-solution energies in kcal/mol.

Table 2. Dipole Moment, Vertical Transition Energy, Oscillator Strength, and Solvent Shift for the Different Neutral Isomers of
pCA in Gas Phase and in Solution

gas phase water solution

I II III IV I II III IV exp

Dipole Moment (D)
S0 1.5 2.6 3.1 1.5 2.3 4.3 5.5 2.7
S1 1.5 2.6 3.2 1.5 2.4 4.4 5.6 2.8
S2 6.8 6.5 7.5 6.4 9.5 10.2 11.5 9.9

Vertical Transition (eV)
(S0 → S1) 4.23 4.23 4.24 4.24 4.22 4.22 4.23 4.22
(S0 → S2) 4.49 4.52 4.62 4.65 4.33 4.29 4.37 4.36 4.00a

Oscillator Strength
(S0 → S1) 0.005 0.005 0.005 0.004 0.005 0.005 0.005 0.005
(S0 → S2) 0.566 0.549 0.583 0.564 0.425 0.425 0.408 0.394

Solvent Shift (kcal/mol)
(S0 → S1) −0.24 −0.20 −0.31 −0.29
(S0 → S2) −3.72 −5.39 −5.77 −6.72

aRef 12.
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→ S2 transition corresponds mainly to a redistribution of the
electronic density at the phenolic ring and from the vinyl
double bond toward its two adjacent single bonds. On the
contrary, the S0 → S1 transition involves almost exclusively the
phenolic ring. If the molecule is divided into three parts
(phenolic ring, central double bond and carboxylic group) and
the variation of the Mulliken populations during the electron
transition is analyzed (see Table S3 in the Supporting
Information) it results that the ground and the first excited
state show practically the same charge along the three parts
whereas in the second excited state there exists a displacement
of the negative charge from the phenolic ring to the alkyl
fragment. This behavior agrees with an increase of the dipole
moment of the S2 state with respect to the ground and first
excited states. It is worth reminding that we only consider
Mulliken populations as a means of analyzing electron density
changes, but in all simulations CHELPG charges were used,
which provide a better representation of the electrostatic
interaction between solute and solvent.
Our transition energies are somewhat lower than those

published by Gromov et al.75 (4.84 and 5.13 eV for S1 and S2)
and Martıńez et al.76 (4.93 and 5.17 eV for S1 and S2). The
differences are probably due to the different computational
conditions followed in each case. Martıńez et al. reported
CASPT2 (with a CASSCF reference wave function calculated
as the state average of 3 or 5 roots, with a reduced active space
including 6 electrons in 5 orbitals, and using 0.25 as value for
the IPEA shift) and EOM-CCSD results, both of them using
the 6-31G* basis set. Similar EOM-CCSD calculations were
performed by Gromov et al.75 In previous papers, we have
shown that with larger basis sets, the use an IPEA shift 0.0
tends to result in lower absorption energies while the default
value of 0.25 for the IPEA shift usually yields values more
similar to other methods.65−68 This explains the difference
between our SA(10)-CAS(14,12)-PT2 (IPEA 0.0) calculations
and those of other authors. We nevertheless note that the
different calculations agree in the nature of the S0, S1, and S2
states as well as in the energy gap between the two excited
states, which ranges between 0.24 and 0.30 eV. However, this
difference is notably larger (1.4 eV) in the study of Sergi et al.77

at TD-DFT with triple-ζ basis set with one polarization
function. Consequently, some doubts can arise regarding the
suitability of TD-DFT level of calculations for this system.
The shift induced by water in the position of the absorption

bands with respect to the gas-phase spectrum (δ) is also
showed in Table 2. The experimental transition energy for pCA

in acidic water solution has been found at 4.00 eV (310 nm).12

According to our calculations, the most probable transition is
still that corresponding to the S2 state, with an oscillator
strength of 0.4. This transition results in around 4.30 eV, which
overestimates the transition in about 0.3 eV if solvent
polarization is not considered. On the contrary, if this
contribution is included we get a value of 4.00 eV, in perfect
agreement with the experiment. The importance of considering
the solvent polarizability in electron transitions has been
illustrated by several authors.78−80

It can be also observed that the S0 → S1 transition is hardly
affected by the solvent interaction, being the vertical transition
energies in gas phase and in solution practically coincident.
This is still the case when solvent polarization is taken into
account. The different behavior of S2 and S1 in their interaction
with the solvent comes from the distinct charge distribution of
these states. Whereas the transition to S2 implies an electron
density displacement from the phenolic ring to the alkyl
fragment and a considerable increase in the dipole moment, S1
shares with S0 similar charge distribution and consequently
similar stabilization by the solvent.
Due to the larger stabilization of S2 with respect to S1 in

water solution, both states become almost degenerate when
solvent polarization is not considered. This is not the case when
the solvent is allowed to polarize. In this case, S2 is stabilized by
the solvent to an even greater extent and not only the excited
states are not degenerate but the bright one becomes the first
excited state (transition energy of 4.00 eV vs 4.22 eV).
The solvent shift for the S1 excited state is strongly reliant on

the electronic solvent polarization. So, the red solvent shift
value increases from 3.72 to 11.25 kcal/mol for structure I
when the electronic solvent polarization contribution is taken
into account. A similar behavior is found for the rest of the
neutral forms.

3.2. Monoanionic Species. In this section, phenolate and
carboxylate monoanions (pCA−) are analyzed. The forms
displayed in Figure 5 have been treated: anti-OH, V, and syn-
OH, VI, rotamers for the carboxylate anion, and s-cis, VII, and
s-trans, VIII, isomers for the phenolate anion. The main
resonance structures of the pCA− are depicted in Figure 1.
Whereas in the carboxylate the negative charge is localized on
the carboxylate end, in the phenolate anion, the negative charge
is spread along the whole molecule. In fact, in phenolate, there
is an equilibrium between a quinolic structure with the negative
charge localized at the COOH fragment, and a nonquinolic

Figure 4. Three-dimensional electron density change maps of the S0 → S1 and S0 → S2 electronic transitions of the neutral pCA. The electronic flux
goes from the blue part to the red one. The involved orbitals are depicted as well in green and mauve colors.
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structure with the negative charge at the phenolate oxygen. We
will come back to this aspect later.
3.2.1. Solvent-Induced Differences in the Structure,

Charge Distribution, and Relative Stability of Phenolate
and Carboxylate Forms. In gas phase, and in agreement with
the results found by Rocha-Rinza et al.,10 the ground state of
the phenolate form is clearly more stable than the carboxylate
species, see Table 3. In fact, the contribution of the carboxylate

form to the conformational equilibrium is completely
negligible. Anti and syn carboxylate rotamers on the one hand
and s-cis and s-trans phenolate isomers on the other hand
present very similar stabilities although the syn carboxylate and
the s-cis phenolate are slightly more stable. This behavior is
maintained in solution, and for convenience, further tables and
figures in this section as well as the results discussion will only
refer to the most stable forms of each anion. The results for all
the studied isomers can be found in the Supporting
Information.
Regarding the geometry, the bond lengths obtained are

compatible with the existence of an equilibrium between the

resonance forms displayed in Figure 1. In particular, the
ground-state carboxylate shows equivalent C9−O11 and C9−
O12 bond lengths with intermediate values between typical
single and double bond (see the Supporting Information).
In the phenolate anion, the gas-phase optimized geometry for

the ground state is a structure with bond lengths intermediate
between the two proposed resonance forms. The phenolic ring
presents a quinolic structure with C1−O10, C2−C3, and C5−
C6 bonds clearly shorter than those corresponding to the
carboxylate anion. In turn, in the alkyl fragment, the central
double bond (C7−C8) increases its length, unlike the adjacent
single bonds whose length decreases, with respect to the values
of typical double and single bonds distances, respectively. The
study of the charge distribution shows that the negative charge
is mainly located at the phenolic part and especially at O10, see
Table 4 in the text and Table S12 in the Supporting
Information. Some density is shared with the carboxylic end
and in a lesser extent with the central double bond part. This
fact highlights the role of the two possible resonance forms in
gas phase, where the negative charge is located at different ends
of the molecule.
Interaction with solvent molecules modifies the relative

stability of the different isomers, and in water solution, the
carboxylate becomes now the most stable form. However, the
population of the phenolate form is not negligible, about 4%.
The explanation for this fact lies again in the larger localization
of the negative charge in the carboxylate, see Table 5. Unlike in
gas phase, where charge localization is unfavored, in polar
solvents, the carboxylate is more stabilized by the solvent than
the phenolate. Considering the more stable forms of phenolate
(s-cis) and carboxylate (syn) anions, the free energy difference
in solution results in around 1.77 kcal/mol.
By analyzing the Mulliken charges for the ground state of the

phenolate monoanion, it can be noted that the negative charge
over the phenolic oxygen (O10) is larger in solution (−0.71 e)
than in gas phase (−0.45 e). This indicates that now the
negative charge is less delocalized along the chromophore, and
consequently, the quinolic form must be less prevalent than in
gas phase. This hypothesis is confirmed when the change
caused by the solvent interaction in the geometrical parameters
of the phenolate anion is analyzed: the C1−O10, C2−C3, C5−
C6, C4−C7, and C8−C9 bonds lengths increase and the
conjugated bonds show the opposite effect. In addition, C1−
O10, C9−O11, and O12−H20 bonds are elongated as a
consequence of the formation of hydrogen bonds between the
O10, O11, and H20 atoms and water molecules. Figure 6(a)
displays the rdfs between the oxygen atoms of pCA− and water.
The first remark is that, although in phenolate the rdfs around
O10 and O11 have peaks at the same positions, the height is
larger in O10, in agreement with the larger negative charge
sustained by this atom.

Figure 5. Studied isomers of the monoanionic p-coumaric acid
(pCA−).

Table 3. Energy Differences for the Different Isomers of the
Monoanionic pCA−a

gas phase water solution

ΔE ΔEsolute ΔGint ΔG

V (carboxylate anti) 0.00 0.00 0.00 0.00
VI (carboxylate syn) −0.05 0.80 −1.55 −0.75
VII (phenolate s-cis) −19.00 −24.54 26.03 1.50
VIII (phenolate s-trans) −18.45 −23.65 26.01 2.36

aGas-phase and water-solution energies in kcal/mol.

Table 4. Mulliken Charges (e) for the Phenolate Monoanion, pCA−, and the OMpCA− Ester Calculated at the Same Level of
Theorya

gas phase water solution

pCA− OMpCA− pCA− OMpCA−

S0 S1 S0 S1 S0 S1 S0 S1 S2
−O−Ph −0.713 −0.517 −0.732 −0.531 −0.845 −0.484 −0.972 −0.908 −0.688
vinylic bond −0.101 −0.204 −0.105 −0.221 −0.001 −0.197 0.050 0.002 −0.158
COOH −0.187 −0.280 −0.163 −0.248 −0.154 −0.319 −0.078 −0.090 −0.154

aNote that S2 is the bright state for the ester in solution.
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In Figure 6(b), it can be observed the similar disposition of
the solvent around the O10 in phenolate and O11 in
carboxylate, atoms where the negative charge is mainly located
in each isomer.
3.2.2. Solvent Shifts on the Electronic Spectra. Before

analyzing the solvent effect on the electronic spectra of pCA−,
there are several points that must be clarified. On the one hand,
it is important to note that, for both carboxylate and phenolate
monoanions, the gas-phase (π → π*) low-lying excited states
are found in the detachment continuum, that is, their electron
detachment energies are below the first vertical excitation
energy,15 and therefore, these excited states are metastable.
This is one of the reasons why the comparison between the
vertical excitation energies obtained by experimental and
theoretical techniques in gas phase must be treated carefully.
Nevertheless, this does not seem to be the case for the
chromophore in more complex environments, such as, for
instance, in the presence of a counterion or predictably inside
the protein cavity. Gromov et al.17 showed that the ionization
potential for the deprotonated p-coumaric thio-methyl ester,
pCTM−, is shifted to higher energies when two water
molecules in the proximity of the phenoxy oxygen are included
or in the presence of Arg52 (in the protein, this amino acid has
been thought to be responsible for the stabilization of the
negative charge of the chromophore). It is our aim, in the
present section, to analyze the absorption band shift when the
interaction with the solvent is taken into account, and it is in
this context that the transition energies calculated in gas phase
must be considered.
On the other hand, as it has been already indicated, there are

important discrepancies between the absorption spectra of the
pCA− carboxylate monoanion in gas phase obtained through
experimental and theoretical studies. This fact was already
mentioned in the original experimental/theoretical paper of
Rocha-Rinza el al.10 The experiment places the gas-phase
absoption maxima of the carboxylate and phenolate anions at
2.88 eV whereas most of the more accurate ab initio
calculations agree in a blue-shifted position of the carboxylate
maximum with respect to the corresponding to the phenolate
anion. Only the aug-MCQDPT2 method provides absorption
maxima similar for both anionic forms.10 In our opinion, more

tests should be run in order to check the realibility of these
results. With this, most of the theoretical results point to an
error in the experimental data. Zuev at al.15 suggested
contamination of the carboxylate sample by trace amount of
the phenolate form, and consequently, they propose a revision
of the experiment by probing higher energies for the spectrum
of the carboxylate anion.
As it will be seen below, our CASPT2//B3LYP/cc-pVDZ

results provide a difference of 2.1 eV between the gas-phase
transition energies of carboxylate and phenolate, in agreement
with MRMP2/d-aug-cc-pVDZ results.10 Given the existing
uncertainties on the interpretation of the experimental
electronic spectra in gas phase and considering the good
agreement between the calculated excitation energy for
phenolate (2.89 eV) and the experimental data (2.88 eV),10

we consider the CASPT2//B3LYP/cc-pVDZ level of calcu-
lation employed in this paper as valid.
In Table 6 are collected the transition energies in gas phase

and in water solution as well as the solvent shift calculated for
both syn carboxylate, VI, and s-cis phenolate, VII, monoanions.
Results for s-trans phenolate and anti carboxylate can be found
in the Supporting Information.

Phenolate Monoanion. In gas phase, the most probable
transition is that leading to the S1 state, with an oscillator
strength of 1.0. This corresponds to a (π → π*) transition
involving the HOMO and LUMO orbitals. These orbitals and
the corresponding three-dimensional maps of the electron
density variation upon vertical transition for S0 → S1 in gas
phase are depicted in Figure 7. There exists a displacement of
electron density from the phenolic ring to the rest of the
molecule. During the S0 → S1 transition, the negative charge on
the phenolic part is reduced in ca. 27% and it is accommodated
at the other parts of the molecule. This more balanced charge
distribution involves a decrease of more than 60% in the
excited-state dipole moment from the ground state. As it will be
seen later, this charge displacement is opposite to that found in
the carboxylate. The displayed orbitals are of similar topology
to those published in previous theoretical studies.15,17

In gas phase, our calculations provide a value for the energy
gap between the ground state and the first excited state of 2.89
eV, in very good agreement with the gas-phase experimental

Table 5. Mulliken Charges (e) for the Carboxylate Monoanion

gas phase water solution

S0 S1 S2 S3 S4 S0 S1 S2

HO−Ph −0.097 −0.523 −0.173 −0.884 −0.184 −0.038 −0.034 0.081
vinylic bond −0.097 −0.465 −0.030 −0.178 −0.110 −0.028 −0.030 −0.074
COO− −0.807 −0.012 −0.797 0.062 −0.706 −0.935 −0.937 −1.006

Figure 6. Radial distribution function (rdf) for some atom pairs in phenolate and carboxylate monoanions. O10 phenolate-water hydrogen (full
lines) compared with two other rdfs: O11 phenolate-water hydrogen (a, dashed line), O11 carboxylate-water hydrogen (b, dashed line).
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data (2.88 eV for pCA− and for the anionic methyl ester
derivative,10 OMpCA−, and 2.70 eV for the anionic thio-phenyl
ester derivative,11 pCT−) and with other theoretical studies in
the literature (2.89 eV for the anionic p-coumaric thio-methyl
ester,17 pCTM−, or 2.98 eV for pCA− with a similar level of
calculation15).
In water solution, the characteristics of the electronic

spectrum are quite similar to those observed in gas phase.
The bright state remains the S1, with the same nature as in gas
phase. Nevertheless, the absorption band appears displaced
toward larger energies (3.17 or 3.09 eV depending whether the
solvent is polarized or not); consequently, there is a blue
solvent shift of around 0.25 eV. The only experimental data
available refers to the anionic methyl ester derivative of pCA,

OMpCA−,10 in methanol where the absorption maximum is
located at around 3.48 eV. Consequently, the experimental blue
shift for the ester takes a value of 0.6 eV. To clarify the origin of
this discrepancy, we analyze the charge distributions calculated
for pCA− and OMpCA− and showed in Table 4. Calculations
for OMpCA− have been run at the same level as for pCA−. In
solution, the ground-state negative charge becomes more
localized at the phenolic end as this permits a more favorable
and stabilizing interaction with the solvent molecules both in
pCA− and OMpCA−. In fact, the ground state suffers an
important polarization and its dipole moment increases to
12.78 D (for pCA−). The excited states are polarized as well by
the solvent but in a lower extent; in consequence, they are less
stabilized and a final blue shift results. The three-dimensional
map of the electron density variation in water solution (Figure
7) is consistent with this explanation.
The p-coumaric phenolate monoanion displays a slightly

lower blue shift than the methyl ester because during the
transition part of the charge is transferred to the carboxylic end
and this charge is better solvated in the acid than in the ester. In
fact, as it can be observed in Table 4, the negative charge
located at the carboxylic end is larger for pCA− than for
OMpCA−.

Carboxylate Monoanion. The theoretical electronic absorp-
tion spectrum of the carboxylate anion is quite complex due to
the large number of excited states lower in energy than the
bright one. In fact, the transition with the larger oscillator
strength (0.50) is S0 → S4; see Table 6. This corresponds to a
(π → π*) transition involving the HOMO and LUMO orbitals.
Lower in energy are the H − 1 → L (S0 → S1), H → L + 1 (S0
→ S2) and H − 1 → L + 1(S0 → S3) transitions. Figure 8
displays the involved orbitals and the corresponding three-
dimensional maps of the electron density variation upon
vertical transition for S0 → S1, S0 → S2, S0 → S3, and S0 → S4.
These orbitals show similar topology to those published by
Zuev et al.15 Only the H + 1 orbital presents some differences,
although it remains a phenyl ring orbital.
From the electron density variation maps, it seems evident

that the S0 → S3 and S0 → S1 transitions are characterized by a
charge transfer from the COO− group to the ring (H − 1 → L
+ 1) or to a more extense zone of the molecule, involving both
the ring and the central bond (H − 1 → L), respectively. The
difference between the dipole moments of the ground state and
the S1 and S3 states supports the intramolecular charge transfer
nature of these states, see Table 6. With an intermediate energy
appears the S2 valence state caracterized by a H → L + 1
transition. If one compares these orbitals with those of the
neutral species, the HOMO, LUMO, and LUMO + 1 present
similar characteristics. The most noticeable differences are
found in the HOMO − 1 orbital and in the vertical excited
states related with it. In any case, from the electron density
variation maps it can be observed that the bright transition
involves a displacement of electron density from the carboxyl to
the hydroxyl. It is important to remark that this displacement is
opposite to that reported for the phenolate monoanion.
Significant differences are found when the electronic

spectrum is studied in water solution. The most striking fact
is that the charge transfer states vanish from among the 10
lowest excited states. Since the carboxylate anion has its
negative charge mainly at the COO− end, the electrostatic
interaction with the polar water molecules is quite intense. As a
consequence, the charge transfer toward the ring is not favored
and these states are shifted to higher energies. In solution, the

Table 6. Dipole Moment, Vertical Transition Energy,
Oscillator Strength, and Solvent Shift for the Different
Isomers of pCA− in Gas Phase and in Solution

gas phase water solution

carbox.
(VI)

phen.
(VII) exp

carbox.
(VI)

phen.
(VII) exp

Dipole Moment (D)
S0 17.30 5.51 22.01 12.78
S1 2.10 1.98 21.91 4.10
S2 16.40
S3 4.84
S4 14.67

Vertical Transition (eV)
(S0 → S1) 3.86 2.89 a 4.25 3.09 b
(S0 → S2) 4.03 4.76
(S0 → S3) 4.69
(S0 → S4) 5.06

Oscillator Strength
(S0 → S1) 0.016 1.002 0.005 0.882
(S0 → S2) 0.009 0.536
(S0 → S3) 0.001
(S0 → S4) 0.499

Solvent Shift (kcal/mol)
(S0 → S1) 5.15 4.81
(S0 → S2) −6.72
aFor phenolate in gas phase: 2.88 eV (pCA− and OMpCA−), ref 10,
and 2.70 eV (pCT−), ref 11 For carboxylate in gas phase: 2.88 eV
(pCA−), ref 10. bFor phenolate in solution: 3.48 eV (OMpCA−), ref
10. For carboxylate in solution: 4.40 eV (pCMe−), ref 10, 4.35 eV
(pCA−), ref 11, and 4.38 (pCA−), ref 12.

Figure 7. Three-dimensional maps of the S0 → S1 transition in gas
phase and in water solution of the phenolate monoanion. The
electronic flux goes from the blue part to the red one. The involved
orbitals are depicted as well in green and mauve colors.
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first excited state involves a H → L + 1 transition similar to
what was found in gas phase for the S2 state. Nevertheless, in
this case, some H − 4 → L contribution can be noted. The
bright state is the S2 excited state. It is a H → L transition, and
it has an oscillator strength slightly larger than that found in gas
phase. Orbitals involved in the first two electron transitions are
displayed in Figure 8.
In gas phase, the transition to the bright state (S0 → S4)

involves a displacement of electron density from the carboxylic
end to the rest of the molecule. In water solution, where the
most intense transition is S0 → S2, the opposite is found.
Accordingly, the S2 excited state is more effectively solvated and
more stabilized than the ground state, the transition energy
(4.76 eV) is lower than in gas phase (5.06 eV) and a reference
solvent shift (0.3 eV) is found.
The calculated transition energy in solution, 4.76 and 4.81 eV

(nonpolarizable and polarizable solvent, respectively), is
overestimated with respect to some experimental data
published in the literature, such as for instance 4.35 and 4.40
eV for pCA− in neutral aqueous solution11 and for its methyl
ether derivative in methanol solution,10 respectively. Results
were not improved when the electronic solvent polarization was
considered. In fact, during the polarization, there is a mixing of
roots that makes the interpretation of results even harder. It
seems that further studies are needed in order to clarify the
problems found in the description of the carboxylate
monoanion.
If one takes as valid the experimental data for carboxylate in

gas phase, 2.88 eV, the final experimental solvent shift would be
a blue shift of 1.47 eV in contrast with the bathocromic
displacement obtained in our study (0.3 eV). In our opinion, so
large an experimental blue shift is not realistic considering the
characteristics of the studied system and the observed variation

of the electronic density during the transitions. Given the
agreement between experimental and theoretical values of the
transition energies in water solution, this difference is attributed
to the discussed discrepancies between experimental and
theoretical results for the electronic spectrum in gas phase of
this system.
In contrast with the described behavior for the transition to

S2, in the electronic spectrum, the first excited state of the
carboxylate anion is shifted toward larger energies when passing
from gas phase to water solution; consequently, a blue shift
(0.22 eV) is obtained.

3.3. Dianionic Species. Finally, the solvent effect on the
structure, charge distribution and electronic spectra of the
double anionic form of the trans-p-coumaric acid (pCA2−, see
Figure 2) was studied. It is important to remark that the pCA2−

species is unstable in gas phase and would suffer spontaneous
autoionization.81 However, the interaction with the solvent
increases the ionization potential permitting the existence of
pCA2− in water solution.

3.3.1. Solvent-Induced Differences in the Structure and
Charge Distribution. In order to have a structure with which to
compare the changes induced by the solvent, we have
performed calculations for pCA2− in gas phase. The ground
state presents bond lengths intermediate between those
corresponding to the phenolate and carboxylate monoanionic
isomers. Whereas the phenolic end looks similar to the
phenolate anion (C1−O10, C2−C3 and C5−C6 present
double bond character such as the quinolic form of the
phenolate anion), the rest of the molecule is more similar to the
carboxylate anion (C4−C7 and C8−C9, on the one hand, and
C7−C8, on the other hand, are clear single and double bonds
respectively).

Figure 8. Three-dimensional maps of the studied transitions in gas phase and in water solution of the carboxylate monoanion. The electronic flux
goes from the blue part to the red one. The involved orbitals are depicted as well in green and mauve colors.

Table 7. Mulliken Charges (e) for the Dianion, pCA2−

gas phase water solution

S0 S1 S2 S0 S1 S2
−O−Ph −0.996 −1.040 −0.733 −0.971 −0.619 −0.972
vinylic bond −0.149 −0.112 −0.371 −0.068 −0.312 −0.067
COO− −0.856 −0.849 −0.896 −0.962 −1.069 −0.961
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In solution, the most significant changes in the geometry are
related with the formation of hydrogen bonds with the solvent
molecules, and consequently, with the parts of the molecule
more exposed to this interaction. In this way C1−O10, C9−
O11, and C9−O12 bonds show significant length increase
whereas the rest of the system presents the opposite behavior.
Due to the dianionic character of the system, the ground-

state dipole moment does not experience significant changes in
solution compared to the gas-phase value (Tables 7 and 8), as

the solvent interacts strongly at both sides of the solute where
the charged oxygens are located. As a consequence of the
solute−solvent interaction, charges over the terminal oxygens
of the solute are increased in agreement with the preference for
localized charges in solution. O11 (−0.68 e) and O12 (−0.69 e)
show equivalent negative charges slightly lower than that
corresponding to the O10 atom (−0.77 e). This fact translates
into small differences in the radial distribution functions
displayed in Figure 9. The three radial distribution functions are

well-structured functions with maxima located at the same
distances, the O10−Hw function shows a first maximum
slightly higher and a first minimum deeper than the other two
functions.
3.3.2. Solvent Shifts on the Electronic Spectra of the

Dianionic Form. In gas phase, the bright state is the S2 state
that corresponds to a H → L transition, whereas the S1 state
implies the transition H → L + 1. Figure 10 collects the

involved orbitals during vertical transitions in gas phase and in
solution. Only the states below the bright one have been
considered. In general, orbitals are quite similar to those
previously analyzed for monoanionic and neutral species. From
the analysis of the Mulliken charges (Table 7), it follows that
the transition to the bright excited state in gas phase (S0 → S2)
involves the displacement of −0.3 e from the phenolic ring
mainly to the central part of the molecule (−0.26 e) and in a
somewhat lower extent to the carboxylic end. The (S0 → S1)
transition hardly changes the electron distribution of the
molecule. The order of the excited states and the topology of
the involved orbitals are completly coincident with the recently
published theoretical data for pCA2− in gas phase.81 Equally,
Boggio-Pasqua et al.81 found that the promotion of one
electron into the LUMO orbital corresponds to a negative
charge displacement (−0.28 e) from the ring onto the tail of the
chromophore. With respect to the transition energies values,
our results 3.45 and 3.96 eV for S1 and S2, respectively, are
slightly larger than those reported by these authors (3.22 and
3.67 eV) who use a lower calculation level (SA(2)-CAS(12,11)-
PT2//CASSCF(12,11)/6-31G*). Our calculations were run at
SA(10)-CAS(14,12)-PT2//B3LYP/cc-pVDZ level. In any case,
the gap between S1 and S2 remains practically constant around
0.5 eV at both levels of calculation.
In solution, the charge distribution of the ground state is

slightly modified and the negative charge increases at the
carboxylic end. Now the bright excited state is stabilized and
becomes the first excited state as the charge displacement
involved in this transition (−0.35 e in solution) is favored by
the solvent. The S2 excited state corresponds now to the H→ L
+ 1 transition. In an attempt to mimic the solvent environment
Boggio-Pasqua el al.81 studied the pCA2− dianion surrounded
by eight water molecules. They found a stabilization of the H
→ L transition, but it was not enough to cause the inversion
between S1 and S2 states in solution. In our case, the S1 bright
state is more stabilized than the ground state and consequently
a red solvent shift of around 0.22 and 0.23 eV (nonpolarizable
and polarizable solvent, respectively) is obtained in water
solution. This fact evidences the importance that the bulk
solvent contribution has in this system. The calculated
transition energy in solution (3.75 and 3.73 eV for non-
polarizable and polarizable solvent, respectively) is in very good
agreement with the experimental data recently published by
Putschögl et al.12 where the trans-p-coumaric acid in aqueous

Table 8. Dipole Moment, Vertical Transition Energy,
Oscillator Strength, and Solvent Shift for the Dianion,
pCA2−, in Gas Phase and in Water Solution

gas phase water solution exp

Dipole Moment (D)
S0 4.87 4.78
S1 4.72 13.49
S2 11.45 4.53

Vertical Transition (eV)
(S0 → S1) 3.45 3.75 3.71a

(S0 → S2) 3.96 3.81
Oscillator Strength

(S0 → S1) 0.08 0.66
(S0 → S2) 0.61 0.07

Solvent Shift (kcal/mol)
(S0 → S1) −4.77

aRef 12.

Figure 9. Radial distribution function (rdf) of the p-coumaric dianion
in water solution. O10-water hydrogen (full line), O11-water hydrogen
(dashed line), O12-water hydrogen (dotted line).

Figure 10. Three-dimensional maps of the studied transitions in gas
phase and in water solution of the dianion pCA2−. The electronic flux
goes from the blue part to the red one. The involved orbitals are
depicted as well in green and mauve colors.
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solution at pH > 10 showed an absorption maximum at around
3.71 eV. It is worth noting the different contribution of the
electronic solvent polarization component to the final value of
the solvent shift in neutral and ionic forms. In pCA, because of
the charge transfer nature of the transitions, there is a very
important change in the dipole moment of the molecule and
the excited state is stabilized when the solvent polarizes. In
ionic forms, the larger contribution to the solvent shift comes
from the charge−potential term, the dipole−reaction field term
playing only a marginal role. In this latter case, the solvent
polarization hardly contributes to the final value of the solvent
shift.
3.4. Role of the Deprotonation. By comparing the

energetic results obtained for pCA2−, pCA−, and pCA, the role
of deprotonation on the absorption spectrum can be analyzed.
We will restrict ourself to the changes showed by the bright
excited state. In Figure 11, it is shown a global picture of the

evolution of the transition energy with the protonation state
and the environment. In gas phase, when passing from the
neutral form to the phenolate monoanion, there is an important
decrease of the transition energy. The red shift is calculated to
be 1.6 eV (from 4.49 to 2.89 eV), and the bright state is the first
excited state for the deprotonated form. This result is in very
good agreement with the CC2 and EOM-CCSD calculations of
Gromov et al.17 on the p-coumaric thio-methyl ester (pCTM).
In this molecule, the deprotonation entails a shift of about 1.7
eV. It is notable the good agreement between the transition
energies calculated for pCTM and pCA (4.59 and 4.56 eV for
the neutral forms and 2.89 and 2.90 eV for the phenolate
isomers). This fact supports the validity of pCA as a simple
model for the PYP chromophore. Besides, the deprotonation
and formation of the phenolate isomer in gas phase leads to
transitions energies very close to the PYP absorption maximum
of 2.78 eV. According to these results, the protein environment
seems to provide the chromophore a set of interactions that, as
a whole, reproduces the gas-phase conditions. This is supported
by experimental observations carried out for both the PYP and
GFP (green fluorescent protein) chromophores.11,82 Never-
theless, this apparent resemblance could have its origin in a
combination of blue and red shifts related to the disruption of
the chromophore planarity inside the protein and the
intermolecular interactions between them.83 A subsequent
deprotonation would lead to the dianionic species with a
calculated blue shift of ca. 1 eV.
In water solution, a red shift of 1.2 eV is obtained during the

passsage from the neutral to the phenolate monoanion form.

However, in the case of pCA, this comparison is not adequate
due to the different stability of the monoanionic forms
(phenolate and carboxylate) in gas phase and in water solution.
Thus, according with the experimental study of Putschögl et
al.,12 by passing from acidic (pH < 4) to neutral conditions (4 <
pH < 9), a blue shift of 0.38 eV is achieved. This shift is due to
the deprotonation of the neutral form and the formation of the
carboxylate monoanion, the most stable anion in water
solution. Our calculations lead to a blue shift of 0.76 eV. The
origin of this overestimation can be found in the existing
difference between the experimental and calculated in-solution
transition energies for the carboxylate monoanion (4.35 vs 4.76,
respectively). This species shows special difficulties to be
described both in gas phase and in solution. With the purpose
of casting some light on this problem, further studies are being
performed.
By increasing the basicity, a subsequent deprotonation of the

carboxylate monoanion will lead to the dianion pCA2− with the
effect of red-shifting the absorption of the chromophore.
Regarding the experiments, at least two sets of results are
available in the literature. Putschölg et al.12 published a red shift
of 0.67 eV resulting from the difference between 4.38 and 3.71
eV corresponding to the carboxylate anion, existing at pH
between 4 and 9 approximately, and the dianion at alkaline
conditions, respectively. On the other hand, Nielsen et al.11

reported a value for the red shift of 0.66 eV, with an absorption
maximum for the chromophore of 4.35 and 3.69 eV in neutral
and alkaline solutions, respectively. Our results reproduce the
experimental trend, but the calculated red shift (1.00 eV) is
overestimated. This happens because, as it has been indicated
before, transition energies for the dianionic molecule are in
better agreement with the experimental data than those
obtained for the carboxylate anion. In fact, if we take as a
reference value the corresponding to the neutral form in
solution (4.00 eV) then the calculated neutral−dianionic red
shift is very well reproduced.

4. CONCLUSIONS
We have compared the properties and absorption spectra of the
different protonated states of the structurally simplest model of
the photoactive yellow protein chromophore, the trans-p-
coumaric acid (pCA), in gas phase and in water solution. Even
though, in the protein, the chromophore is assumed to be in its
phenolate monoanionic form, when it is found in solution a pH
control can provide neutral, monoanionic, and dianionic
species. The pCA molecule has two hydrogens susceptible of
deprotonation being the carboxylic one more acidic than the
phenolic in water solution. With this, in this medium, the more
stable monoanionic form is the carboxylate, whereas in gas
phase it is the phenolate. For this reason, it is necessary to be
very careful when absorption maxima in different media are
compared.
The calculated transition energies at SA(10)-CAS(14,12)-

PT2//B3LYP/cc-pVDZ level are in quite good agreement with
the available experimental data. The main difference is found
when comparing theoretical and experimental absorption
maxima for the carboxylate monoanion in gas phase. The
experiment places this absorption at 2.88 eV10 (the same value
as for the phenolate monoanion). Our calculated transition
energies in gas phase are 5.06 eV for carboxylate and 2.89 eV
for phenolate. Since the experimental transition energy for
carboxylate in water solution is found at around 4.35 eV,12 the
solvent effect leads to an experimental blue shift of 1.47 eV. In

Figure 11. Evolution of the transition energies (in eV) for the trans-p-
coumaric acid with the protonation state and the environment. Gas
phase (full line) and water solution (dashed line). For the in-solution
transition energies, the effect of the electronic solvent polarization has
been included (values in parentheses correspond to those obtained
without this contribution).
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our opinion, this shift is too large taking into account the
characteristics of the system and the electronic density variation
during the transitions. In fact, our calculations lead to an
opposite solvent effect; that is, we find a red shift of 0.3 eV. Our
results support the idea that a revision or reinterpretation of the
experimental data for the carboxylate monoanion in gas phase is
required in order to clarify this problem.
For all the studied species, the bright state is a π → π*

transition involving a charge displacement along the system.
For the neutral form, the transition involves an increase of the
dipole moment of the excited state, a fact that leads to a larger
stabilization of the excited state in water solution and
consequently a bathochromic shift of the absorption maximun
in solution. Phenolate and carboxylate monoanions show
different behavior with respect to solvation. On the one hand,
the phenolate monoanion in gas phase shows a displacement of
the charge from the phenolic oxygen to the rest of the system
during the transition, and this is enhanced in water solution. As
the displacement involves a decrease of the dipole moment, the
ground state is better stabilized than the excited one, and a final
solvent blue shift is achieved. On the other hand, the
carboxylate monoanion shows in gas phase an opposite
displacement for the negative charge that moves from the
COO− toward the phenolic ring. The solvent hinders this
displacement, as it solvates more effectively localized charges; in
solution, therefore, the sense of the charge displacement is
inverted, and the dipole moment of the excited state becomes
higher than the ground state one. In this case, a solvent red shift
is found. Finally, for the dianionic species the electronic
transition to the bright state involves a charge displacement
from the phenolic part toward the rest of the system with an
associated increase of the dipole moment. This displacement is
enhanced in water solution, the excited state is more effectively
solvated than the ground state, and a final solvent red shift is
shown.
With respect to the effect of the electronic solvent

polarization in the transition energies and solvent shift values
two cases can be distinguished. In neutral species, the
polarization contribution depends on the state nature. That
is, it is relevant in those cases in which there exists a significant
charge displacement between the ground and the excited state.
On the contrary, in ionic forms (mono- and dianionic species),
the larger contribution comes from the charge−potential term
and, in general, solvent polarization has only a minor influence.
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Chem. Phys. 2004, 121, 3710.
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