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The interest on room temperature ionic liquids has grown in

the last decades because of their use as all-purpose solvent

and their low environmental impact. In the present work, a

new theoretical procedure is developed to study pure ionic

liquids within the framework of the quantum mechanics/

molecular mechanics method. Each type of ion (cation or

anion) is considered as an independent entity quantum

mechanically described that follows a differentiated path in

the liquid. The method permits, through an iterative proce-

dure, the full coupling between the polarized charge distribu-

tion of the ions and the liquid structure around them. The

procedure has been tested with 1-ethyl-3-methylimidazolium

tetrafluoroborate. It was found that, similar to non-polar

liquids and as a consequence of the low value of the reaction

field, the cation and anion charge distributions are hardly

polarized by the rest of molecules in the liquid. Their structure

is characterized by an alternance between anion and cation

shells as evidenced by the coincidence of the first maximum

of the anion–anion and cation–cation radial distribution func-

tions with the first minimum of the anion-cation. Some degree

of stacking between the cations is also found. VC 2015 Wiley

Periodicals, Inc.

DOI: 10.1002/jcc.24023

Introduction

Over the last decades, a huge research effort has been

directed toward the searching for alternative solvents. For

instance, there is an increasing interest in green solvents, that

is, solvents that minimize the environmental impact resulting

from their use in chemical production, or electrical conducting

solvents, mainly in relation with their use in electric battery

applications. Room temperature ionic liquids (RTIL) constitute

a good alternative to traditional acid and organic solvents as

they are electrically conducting fluids, not volatile, they melt

without decomposing or vaporizing below 100 8C or even at

room temperature and they dissolve many different types of

compounds.[1,2] One characteristic of RTILs that accounts for

their properties is that their ions are poorly coordinated. The

ions in a RTIL are, in general, big and nonsymmetrical, the

irregular shapes reduce the ionic attractions and that prevents

the ions packing together neatly. So in the structure of RTILs,

it is possible to find individual ions and short-lived ion pairs.

Besides, as they are composed of at least two components,

cation and anion, different combinations of them permit to

design a tremendous variety of solvents. Through a proper

choice of each one of their ions, a solvent can be designed for

a particular use or for a specific task.

As a consequence of this interest many research groups have

studied and reported the physical properties, the structure, and

dynamics of this kind of liquids.[3–5] An important point to eluci-

date is how the molecular and electronic structures of the ions

determine the macroscopic properties of the liquid. Ionic liquids

are made from molecular ions that display spatially extended

charge distributions, which affect to their mutual interactions

and consequently, to their spatial distribution.

The theoretical study of ionic liquids is complicated because

of the difficulties inherent to the study of liquids, that is, the

lack of symmetry and the existence of a manifold of configura-

tions thermally accessible that must be included to obtain

statistically significant results, one must add the complications

associated to the long-range nature of the electrostatic inter-

actions and the possible presence of specific interactions

between nonsymmetric charged molecules.[6] Ab initio molecu-

lar dynamics and Car–Parrinello methods are very precise tech-

niques that permit to obtain information on the relationship

between the electron distribution and the ionic spatial struc-

ture. They have been applied to the study of different

RTILs.[7–10] Unfortunately, these are very intensive computa-

tional procedures and their use is, in general, restricted to

small model systems, around some tens of ions, something

that is not in keeping with the long-range nature of the inter-

actions that characterize RTILs. Classical molecular dynamics

simulations have been the method preferred for several

research groups[11,12] and many of the RTILs properties have

been obtained and compared with experimental data; how-

ever, this method does not provide a detailed description of

the electronic structure of the ions and it accounts for the

mutual polarization of the ions only in an implicit way.

Between both strategies quantum mechanics/molecular
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mechanics (QM/MM) methods seem to be a good choice.

However, their application to the study of ionic liquids is not

free of problems. As it is well-known, in this kind of methods,

a part of the system is described using QM while the rest is

represented through a classical force field. When applied to

the study of molecular liquids the selection of the QM part

does not pose problems, it includes only one molecule repre-

sentative of the liquid. However, in ionic liquids nothing similar

to a “molecule” can be defined. Each type of ion (cation or

anion) must be considered as an independent entity that fol-

lows a differentiated path in the liquid. So, we face a problem

where it is necessary to define two QM subsystems (the anion

and the cation) that interact mutually and with the rest of the

system. In the next section, a new QM/MM method designed

for the study of ionic liquids is presented. Then, in Computa-

tional Details section, the method is tested with the 1-ethyl-3-

methylimidazolium tetrafluoroborate (emim-BF4). The main

conclusions are summarized in the last section.

Methodology

The main aim of this work is to put forward a new QM/MM

method designed for studying ionic liquids. The method

makes use of the mean field approximation (MFA), and it is

related to the average solvent electrostatic potential/molecular

dynamics (ASEP/MD) methodology[13–17] developed in our

group for the study of solvent effects in molecular liquids. The

main characteristics of the method are: (1) in optimizing the

geometry and electronic structure of the ions, we keep fixed

the liquid structure. In the same way, when the liquid phase

space is explored it is assumed that the geometry and charge

distribution of the ions do not change. Ion wave-functions and

the liquid structure around them are optimized using an itera-

tive procedure. (2) The perturbation generated by the liquid

on the ions enters into the ion Hamiltonian in an averaged

way. (3) The charge distribution of the ions obtained from the

QM calculation are used to update the force field of all the

molecules (quantum and classical) in the MD simulation. (4)

The solute optimization is performed using the free energy

gradient method.

Before describing the procedure, it is important to clarify

the way in which the total system is split into its quantum

and classical parts. We consider two quantum systems: one

cation and one anion, randomly chosen between the ions of

the RTIL. However, they are not described quantum mechani-

cally simultaneously. When the cation is quantum mechanically

described the anion is classically represented and vice versa.

The rest of the cations and anions of the ionic liquids are

always described classically.

Scheme 1 can help to clarify the different steps of the pro-

cedure. (1) It starts by performing two in vacuo quantum cal-

culations, one for the cation and another one for the anion;

from these, we get two sets of electrostatic-potential-fitted

(ESP) charges for them. (2) These ESP charges are used dur-

ing the MD simulation for representing all the cations and

anions included in the simulation box. During the MD calcu-

lations both the geometry and charge distribution for the

anions and cations are kept fixed. (3) Then, a cation (anion) is

randomly chosen and the ASEP generated by the liquid in

the cation (anion) position is calculated. (4) This potential is

introduced into the cation (anion) Hamiltonian as a perturba-

tion. Obviously, the ASEP is different for the cation and the

anion as they have different ionic environments. By solving

the corresponding Schr€odinger equations for the cation and

the anion, we get the wavefunctions and properties for the

cation and anion but now polarized by the environment.

From this information, one can get a new set of ESP charges

that can be introduce into the MD calculation, step 2. Note

that, as indicated before, these ESP charges are used to

update the charge distribution of all the ions of the liquid.

Obviously the charge distribution of each cation (anion)

depends on its particular surroundings, but given that we are

using a mean field theory, we can consider that the average

electric field that each cation (anion) feels is the same for all of

them, and hence we can suppose that all the cations (anions)

in the liquid have identical average charge distributions. This

means that we can use the charge distribution obtained for

the cation (anion) quantum mechanically treated to represent

all the cations (anions) in the MD calculation. The procedure

continues until the energies and charges of the cation and

anion converge. As the QM calculation and the MD simulation

are consecutive the method can be easily parallelized. It is

enough to use the parallelized (if available) versions of the

external programs. The calculation of the ASEP can also be eas-

ily parallelized once the system configurations are known.

We pass to detail the proposed methodology.

Let us suppose the total system is formed by N anions and

N cations in a volume V. As usual in QM/MM methods, the

total Hamiltonian of the system is defined as:

Ĥ ¼ ĤQM 1 Ĥclass 1 Ĥ int (1)

corresponding to the quantum region, ĤQM, the classical

region, Ĥclass , and the interaction between them, Ĥ int. The

quantum region is formed by a randomly chosen anion (or

Scheme 1. The basic scheme of the new procedure with the ASEP/MD

method. [Color figure can be viewed in the online issue, which is available

at wileyonlinelibrary.com.]
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cation). The classical region is formed by the remaining N 2 1

anions and N cations (or N 2 1 cations and N anions). This dis-

tinction is relevant only during the quantum calculation as in

the MD simulation all the ions are treated classically.

The energies and wavefunctions of the QM regions are

obtained by solving the effective Schr€odinger equation:

ĤQM1hĤ inti
� �

jWi ¼ �E jWi (2)

Here, the mean field interaction Hamiltonian, hĤ inti, is

defined as[13,18,19]:

hĤ inti ¼
ð

dr � q̂ � hVsðrÞi (3)

where q̂ is the charge density operator of the QM region (the

ion) and hVs rð Þi, which is named ASEP, is the average electro-

static potential generated by the classical region at the posi-

tion r. The brackets denote a statistical average over the

configurational space of the classical subsystem. Note that the

information necessary to calculate hVsi is obtained from a clas-

sical molecular dynamics simulation.

From a computational point of view, it is convenient to split

the interaction term into two components associated to the

electrostatic and van der Waals contributions:

Ĥ int ¼ Ĥ
elect

int 1Ĥ
vdW

int (4)

In general, it is assumed that Ĥ
vdW

int has a small effect on the

solute wavefunction, and therefore, it is usual to represent it

through a classical potential that depends only on the nuclear

coordinates but not on the electron coordinates. If this is the

case, and for a given configuration of the classical subsystem,

the Ĥ
vdW

int term can be simply added to the final value of the

energy as a constant.

Until now, we have shown how the classical region perturbs

the quantum one; however, the classical subsystem structure

depends, self consistently, on the charge distribution of the

quantum subsystem, that is, hVsi � hVsðWÞi. As a consequence,

eq. (2) becomes an implicit nonlinear expression: the wave-

function depends on the ASEP which, in turn, depends on the

wavefunction. A consequence of the non-linearity of eq. (2) is

that it needs to be solved iteratively.

In our model, the ASEP is represented and introduced into

the Hamiltonian as a set of point charges. To keep a tractable

number of charges only those charges associated to ions that

belong to the first solvation shell are include explicitly. The

effect of the remaining solvent molecules is described through

potential-fitted charges. This permits to reduce the number of

charges to only a few thousands. More details about the calcu-

lation and representation of the ASEP can be found

elsewhere.[13–17]

In optimizing the geometry of the quantum systems, we

use a variant of the free energy gradient method[20–22] that

permits the determination of critical points on free energy

surfaces (FES). The FES is defined as the energy associated

with the time average of the forces acting on the molecular

ion. Let A be the Helmholtz free energy of a system. The force

on the FES (the force felt by the quantum subsystem) is

hF Rð Þi52
oA

oR
52

�
oE

oR

�
52

oEQM

oR
2

�
oEint

oR

�
(5)

R beinthe nuclear coordinates of the quantum ion, E the energy

obtained as the solution of the Schr€odinger equation (1),

EQM ¼ hWjĤQMjWi, Eint ¼ hWjĤ intjWi and where we have

assumed that Eclass does not explicitly depend on the solute

nuclear coordinates R and that the geometry of the quantum

part is kept fixed during the MD simulation. The brackets

denote a configurational average. Note that E incorporates both

intramolecular, EQM, and intermolecular, Eint, contributions.

In the same way, the Hessian reads:

hH R; R0ð Þi5
�

o2E

oRoR0

�
2b

�
oE

oR

oE

oR0

� �T�
1b

�
oE

oR

��
oE

oR0

�T

(6)

where the superscript T stands for transpose and b 5 1/kBT.

The last two terms in eq. (6) are related to the thermal fluctua-

tions of the force.

As for the energy, it is convenient to split the interaction

term into two components associated with the electrostatic

and van der Waals contributions:

hF Rð Þi52
oEQM

oR
2

�
oEelect

int

oR

�
2

�
oEvdW

int

oR

�
(7)

At this point one can introduce the MFA by replacing the

average derivative of Eelect
int with the derivative of the average

value. The force now reads[23]:

hF Rð Þi ¼ 2
oEQM

oR
2

o2E elect
int

oR
2

�
oEvdW

int

oR

�
(8)

and, analogously, the Hessian reads:

hH R; R0ð Þi52
o2EQM

oRoR0
2

o2 �E
elect
int

oRoR0
2

�
o2EvdW

int

oRoR0

�
(9)

where, according to the MFA, the force fluctuation term has been

neglected. Once the gradient and Hessian values are known, we

can use any of the usual optimization methods to get the opti-

mized geometry incorporating the optimization step into Scheme

1. In the present work, the rational function method[24] was used.

Computational Details

The proposed methodology has been applied to the study of

the emim-BF4 ionic liquid, see Figure 1. During the QM/MM

iterative process, the programs used were: Gaussian 98[25] for

the QM calculations and Moldy[26] for the MD simulations.

Full ground state geometry optimizations for the cation and

anion using Density Functional Theory (DFT) were performed

allowing the total relaxation of all the degrees of freedom. The

DFT calculations were carried out with the B3LYP[27] functional

and with a 6-31G* basis set. Previously, we checked that the

FULL PAPERWWW.C-CHEM.ORG

Journal of Computational Chemistry 2015, 36, 1893–1901 1895

http://onlinelibrary.wiley.com/


use of larger basis sets including diffuse functions do not

modify the charge distribution of the ions.

The force field was constructed by combining Lennard-Jones

interatomic interactions taken from Liu et al.[28] with electrostatic

interactions. We assume fixed geometry during the MD simulations,

so no intramolecular parameters were necessary. The system was

composed of 130 cations and 130 anions. The atomic charges of

the ions were obtained from DFT/6-31G* calculations using the

Charges from Electrostatic Potential, Grid method.[29] The charges

of all the ions were updated at each ASEP/MD cycle. Periodic

boundary conditions were applied. The long-range electrostatic

interaction was calculated with the Ewald method.[30] The tempera-

ture was fixed at 303.15 K and 363.15 K using the Nos�e–Hoover

thermostat[31] and the equilibrium densities were 1.24 g/cm3 and

1.197 g/cm3, respectively. Each simulation was run for 150,000 time

steps, where 50,000 were for equilibration and 100,000 for produc-

tion. A time step of 0.5 fs was used. Final results were obtained by

averaging the last five ASEP/MD cycles, so, they include information

of 250 ps. To check that the sluggish nature of ionic liquids does

not introduce bias or artifacts in the results, calculations were

repeated using different initial configurations, different seeds, and

choosing different molecules as quantum part of the system. The

new initial configurations were generated by decreasing the charge

on each ion and, at the same time, increasing the temperature.

Then, the charge and temperature initial values were reestablished.

In all cases, similar values for the charge distributions, energies,

radial distribution functions (rdf), and so forth were found.

Results

In this section, we apply the above developed methodology to

the study of the emim-BF4 ionic liquid. To highlight the charac-

teristics of ionic liquids, we will compare the results for emim-

BF4 with those obtained from molecular polar liquids. All the

calculations were performed at two temperatures 303.15 K and

363.15 K. The results at both temperatures are almost the

same; by simplicity, only the 363.15 K data will be discussed.

Polarization

We start by analyzing the charge distribution of the ions and

their evolution along the self-consistent process, see Table 1.

The values at cycle 0 correspond to the isolated cation (or

anion). The anion has a very symmetrical charge distribution

where the negative charge is carried by fluorine atoms. On the

contrary, the emim cation has a more complex charge distribu-

tion where the positive charge spreads out over the whole

molecule. The larger charges are on the hydrogen atoms

bonded to the ring and the methyl group. It is worth noting

that the cation and anion charge distributions are hardly

modified when one passes from the isolated ion (cycle 0) to

the liquid phase. As a consequence, the iterative procedure

converges in only 2–3 cycles. This behavior differs from that

shown by molecular polar liquids where there exists a strong

polarization of the molecule and where at least 5–10 ASEP/MD

cycles are necessary to reach convergence and it is a conse-

quence of the small value of the electric field generated by

the rest of the ions of the RTIL in the volume occupied by the

QM ion. On the contrary, in polar molecular liquids the electric

field is, in general, large. Obviously, the electrostatic interaction

energy (and hence the electrostatic potential) between the

ions is very large. However, the potential is very homogeneous

inside the ion’s volume, and its gradient (the electric field) is

close to cero. This conclusion is valid both for the cation and

anion despite the differences in the symmetry of their charge

distributions. Polar liquids, on the contrary, display much

smaller values of the interaction energy but a larger potential

asymmetry, and hence, they suffer larger polarizations of the

their charge distributions. Consequently, while in polar molec-

ular liquids it is a bad strategy to use gas phase charges in

MD calculations this approximation works well in emim-BF4.

Because of the separation between quantum and classical

subsystems, QM/MM methods do not account for the charge

Figure 1. 1-ethyl-3-methylimidazolium-BF4: Atom numbering.

Table 1. Summed atomic charges (in e) and standard deviation on different groups of the emim cation.

Cycle

0 1 2 3 4 5 Average Std. dev.

Ring 0.517 0.543 0.546 0.543 0.544 0.545 0.544 0.001

N1 0.056 0.045 0.042 0.038 0.041 0.045 0.042 0.003

C2 20.082 20.074 20.086 20.083 20.084 20.085 20.082 0.005

N3 0.156 0.198 0.197 0.197 0.198 0.196 0.197 0.001

C4 20.119 20.159 20.154 20.156 20.160 20.159 20.158 0.002

C5 20.126 20.148 20.150 20.149 20.148 20.149 20.149 0.001

H9 0.218 0.248 0.259 0.259 0.259 0.258 0.256 0.005

H10 0.201 0.211 0.212 0.212 0.212 0.211 0.211 0.000

H11 0.213 0.223 0.226 0.225 0.226 0.227 0.226 0.001

CH2 (Ethyl) 0.210 0.244 0.243 0.246 0.245 0.242 0.244 0.001

CH3 (Ethyl) 0.073 0.034 0.033 0.033 0.035 0.035 0.034 0.001

CH3 (Methyl) 0.156 0.179 0.178 0.178 0.177 0.179 0.178 0.001
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transfer between the ions. To check the effect of the charge

transfer on the ions charge distribution, 80 randomly chosen

configurations were selected. For each configuration, a quan-

tum calculation was performed, including the cation and an

anion of the first solvation shell. For each one of the 80 con-

figurations, the cation–anion charge transfer was analyzed. The

results point out that the averaged charge transfer between

the ions is very small, less than 0.03 e, with a standard devia-

tion of 0.007. This value is so small that its effect on the cat-

ion–anion electrostatic interaction is negligible (lower than 0.1

kcal/mol). Therefore, the separation quantum ion-classical envi-

ronment is justified and a QM/MM methodology seems to be

adequate in studying this kind of system. Our results depart

from those obtained by other authors that found charge trans-

fer values close to 0.3 e using chloride as anion. To check the

origin of this discrepancy, several calculations were performed.

First, an ionic pair was studied using fluoride as anion, a

charge transfer of about 0.3 e was found, similar to the result

provided by chloride. Next, the emim-BF4 ionic pair in gas

phase was studied. In this case, a charge of 0.06 e is trans-

ferred between the ions. This value is very similar to that

found in solution. Finally, clusters of several sizes (1 cation 1 5

anion, 1 cation 1 8 anions, 7 cations 1 8 anions, 12 cations 1 8

anions) were considered. The charges transferred from the

emim cation were 0.09, 0.1, 0.05, and 0.06 e, respectively. In all

cases, the charge is lower than 0.1 e. Furthermore, the consid-

eration of the remaining ions in the liquid does no modify the

results. So our discrepancy with previous results seems to be

related with the nature of the anion: fluoride or chloride

anions provide charge transfer values close to 0.3 e while BF4

yields charge transfer lower than 0.1 e. These values confirm

the conclusions from a previous study of Choi et al.[32] using

symmetry-adapted perturbation theory, which found no sub-

stantial contribution from the charge transfer component in

the liquid.

Previous Car–Parrinello calculations[10] have highlighted the

importance of charge fluctuations in RTILs. Using the same set

of 80 quantum calculations indicated above, we have analyzed

the charge and dipole fluctuations of the ions. Obviously, in

the case of ions the absolute value of the dipole moment

depends on the origin of the coordinate axes and only its var-

iations have physical sense. A histogram with the dipole values

is displayed in Figure 2. The charges and dipole moment of

the cation fluctuate in about a 34%, this value being some-

what lower than that proposed by Krekeler et al.[10] for the

dimethyl derivative, where fluctuations were estimated in

about 50%. The average value of the dipole moment obtained

from the 80 quantum calculations (2.02 D) agreed with the

ASEP/MD value (2.09 D). The difference between the two

dipoles is lower than 5%. Similar values were found for the

anion (0.23 D vs. 0.10 D). It can be concluded that, in this sys-

tem, the MFA works very well.

Structure

Here, we consider both the internal geometry of the ions and

the spatial structure of the RTIL. Regarding the internal geome-

tries of the anion and cation, see Table 2, the bond lengths dis-

play only small variations (lower than 0.01 Å) when they pass

from isolated to associated in the liquid. A similar trend is found

in bond and dihedral angles with variations lower than 18.

These small geometry perturbations are a consequence of the

Figure 2. Dipole moment histogram a) emin, b) BF4.

Table 2. Geometric parameters, bond (in Å) and angles (in degrees) in gas phase and in liquid of the emim cation.

Gas Cycle 1 Cycle 2 Cycle 3 Cycle 4 Average Std. dev.

N1-C2 1.338 1.330 1.337 1.337 1.337 1.336 0.003

C2-N3 1.339 1.331 1.337 1.337 1.337 1.335 0.003

N3-C4 1.383 1.375 1.383 1.383 1.383 1.381 0.004

C4-C5 1.363 1.358 1.362 1.362 1.362 1.361 0.002

C5-N1 1.383 1.374 1.383 1.383 1.383 1.381 0.005

N1-C6 1.483 1.477 1.476 1.477 1.477 1.477 0.000

C6-C7 1.527 1.524 1.525 1.524 1.524 1.524 0.000

N3-C8 1.470 1.464 1.466 1.465 1.465 1.465 0.001

C2-H9 1.080 1.062 1.081 1.081 1.081 1.076 0.009

C4-H10 1.079 1.067 1.077 1.078 1.078 1.075 0.005

C5-H11 1.079 1.063 1.076 1.078 1.078 1.074 0.007
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small values of the electric field generated by the liquid in the

volume occupied by the ions. Unlike dipole moment values,

bond length and angle fluctuations are very small.

As for the liquid structure, we analyze several pair rdf. Figure

3 displays the cation–anion, cation–cation and anion–anion rdfs.

In the cation–anion rdf, there is a well-defined peak at 5.0 Å,

with a coordination number of 6.5. This value agrees with the

reported crystal structure data for dmim-Cl,[1] where it was

found that each cation interacts with six anions. There are also

peaks corresponding to the second and third coordination

shells at 10 Å and 17.5 Å, respectively. The first maximum of

the anion–anion and cation–cation rdf agree with the first mini-

mum of the anion-cation rdf and it evidences a structure where

anion and cation shells alternate, a fact that is confirmed by

Figures 4a and 4b, which display the three-dimensional distribu-

tion of center of mass of BF4 around emim and emim around

BF4, respectively. The volumes with larger probability of finding

the anions are close to the three hydrogen atoms of the ring.

To determine whether hydrogen bonds are present or not

in the liquid, we have analyzed some atom–atom rdfs. Prob-

ably the most interesting are the F(BF4)-H(emin) rdfs. Figure

5a displays the rdfs corresponding to the hydrogen atoms

bonded to the carbon atoms of the imidazolium ring. The

structure is characteristic of a hydrogen bond. Note, that these

hydrogen atoms support a positive charge (about 10.2 e)

while the fluorine atoms of the anion have a negative charge

(20.4 e). The first peak in the rdf appears at 2.2 Å for the

hydrogen bonded to C2 and at 2.5 Å for the hydrogen atoms

bonded to C4 and C5. These values are similar to those

obtained from X-ray diffraction studies of emim-BF4 crystal

structures. So Matsumoto et al.[33] find hydrogen bond

Figure 3. Cation–anion, cation–cation, and anion–anion radial distribution

functions.

Figure 4. a) Three-dimensional probability distribution around BF4 and

b) three-dimensional probability distribution around emin. Blue: emim,

brown: BF4.
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distances of 2.25 Å and 2.36 Å, respectively. The differences

between liquid and crystal HB angles are somewhat larger. So,

ASEP/MD yields to a CAHAF angle value of about 1208, while

in the crystal this angle takes a value of 154.68. These diffr-

ences are related to the different reaglement of ions in the

crystal and the liquid. The hydrogen bonds above mentio-

nated can be classified as weak attending to geometrical crite-

ria. Our data corroborate the results of Johnson et al.[33] that

studying cryogenic ion spectroscopy propose who the

observed bulk red shift of the C2—H band is too small

(<10 cm21) for hydrogen bonding to be a dominant structural

feature. There are also a well-defined feature in Figure 5b cor-

responding to the rdf between fluorine atoms and the hydro-

gen atoms of the methyl and ethyl groups. In all the cases,

the height of the first peak correlates with the charged sup-

ported by the hydrogen atoms.

The possible stacking between the imidazolium rings was

also considered. Some X-ray studies[34,35] have found face–face

stacking in RTIL; however, neutron diffraction studies have not

confirmed this. Figure 6 displays the numerical density of H9

and N1 and N2 atoms of emim around the imidazolium ring.

Cations below and above the imidazolium ring tend to be

placed preferentially with the rings nearly parallel. Our results

seem to confirm the X-ray results. However, there are also

other emim–emim pairs where the orientation is almost per-

pendicular. In any case, the liquid structure is different from

crystal structure where emim cations adopt a pillar-like

stacking.[34]

Finally, the possible existence of tail aggregation was also

investigated. This structural characteristic has been found[36] in

some alkyl-methyl imidazolium cations. In these systems, the

alkyl group points to the center of the imidazolium ring and

can be characterized by the presence of a large peak in the

alkyl-gravity center rdf, see Figure 7. Unlike other related sys-

tems, emim displays a very small tail aggregation, probably

due to the short length of the alkyl chain.

Energies

Tables 3 and 4 display the interaction energies between the

cation (anion) and the rest of the liquid. The contribution of

different parts of the ions to the total energy was also ana-

lyzed. As corresponds to charged systems, the interaction

energy between the cation (anion) and the environment is

large, 295.5 kcal/mol for the cation and 271.86 kcal/mol for

the anion. As expected, the larger contribution comes from

the electrostatic component, the contribution of the solute

Figure 6. Three-dimensional probability distribution showing the presence

of stacking. Color code: N3-yellow, N1-blue, H9-orange.

Figure 7. Ethyl-ethyl radial distribution function.

Figure 5. Fluorine (BF4)-hydrogen (emin) radial distribution functions (Å).

Table 3. Ion-solvent interaction energies and standard deviation,

in kcal/mol.

Electrost. vdW Total

BF4 Cycle 1 266.5 25.9 272.4

Cycle 2 262.5 25.8 268.3

Cycle 3 270.3 25.9 276.2

Cycle 4 268.3 26.0 274.3

Average 266.9 25.9 272.8

Std. dev. 3.3 0.07 3.4

EMIM

Cycle 1 276.8 26.5 283.3

Cycle 1 282.1 219.0 2101.1

Cycle 2 279.4 219.3 298.7

Cycle 3 275.2 219.4 294.6

Cycle 4 280.2 219.4 299.6

Average 279.2 219.3 298.5

Std. dev. 2.9 0.2 2.8
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polarization component is negligible while the van der Waals

contribution represents about 20% for the cation but only 8%

for the anion. To analyze the group contributions to the inter-

action energy, we have split the cation in four parts: the ring

and the three methyl or methylene groups. In the case of the

ring, we also consider the contribution of each atom. Because

of its symmetry, in the anion this analysis has a lower interest.

In the cation, the main contribution (about 58%) comes from

the ring. C6 and C8 groups have similar contribution while the

contribution of C7 group is completely negligible. This result

confirms the absence of tail aggregation in this system.

Regarding the ring atoms contributions and in agreement

with the hydrogen bond lengths and rdf results, see Figure 5,

the larger contribution comes from H9. Because of the symme-

try of the cation, the H10 and H11 contributions are very simi-

lar. However, there are significant differences in the behavior

of N1 and N3: the interaction energy of N3, bonded to the

methyl group, is considerable larger than the interaction

energy of N1, bonded to the ethyl group. This difference is

probably related to the different charges of the nitrogen

atoms, which in turn are related to the different inductive

effect of methyl and ethyl groups.

Finally, we have analyzed solvent effects on some reactivity

indices as are chemical potential, l ¼ 1
2 eHOMO1eLUMOð Þ, and

chemical hardness, g ¼ eHOMO2eLUMO, see Table 5. The electro-

static potential generated by the liquid produces a homogene-

ous and systematic energy shift of the HOMO and LUMO

orbitals. In fact, the chemical hardness is the same in gas

phase and inside the liquid. On the contrary, the absolute

value of the chemical potential decreases in both the cation

and the anion (note that the electrostatic potential generated

by the liquid is negative on the cation but positive on the

anion).

Conclusions

A new QM/MM method oriented to the study of ionic liquids

has been introduced. The method permits, through an itera-

tive procedure, the full coupling between the polarized charge

distribution of the ions and the liquid structure around them.

At each cycle, the geometry and charge distribution of all the

ions that form the liquid are updated. A main conclusion of

our research is that in emim-BF4 the average polarization of

the ions is very small. Average charge distributions of the ions

inside the liquid are very similar to those of the isolated ions.

This fact is related with the low value of the reaction electric

field generated by the liquid. Furthermore, the charge transfer

between ions is also negligible. Although the dipole fluctua-

tions can be important, the MFA provides an adequate

description of the average charge distribution.

From the analysis of the rdfs, it becomes clear that the liq-

uid structure is characteristic of ionic systems where cation

and anion shells alternate. There is some degree of stacking in

the cation, but in the molecular plane the structure is deter-

mined by the presence of weak hydrogen bonds between the

hydrogen atoms of the imidazolium ring and the fluorine

atoms of the anion. Small differences in the atomic charges

between the hydrogen atoms translate in differences in the

strength of the hydrogen bonds: hydrogen atoms bonded to

C2 form stronger bonds than hydrogen atoms bonded to C4

and C5.

Keywords: solvent effects � quantum mechanic/molecular

mechanic � average solvent electrostatic potential/molecular

dynamics � room temperature ionic liquids
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