
Substituent and Solvent Effects on the UV−vis Absorption Spectrum
of the Photoactive Yellow Protein Chromophore
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ABSTRACT: Solvent effects on the UV−vis absorption
spectra and molecular properties of four models of the
photoactive yellow protein (PYP) chromophore have been
studied with ASEP/MD, a sequential quantum mechanics/
molecular mechanics method. The anionic trans-p-coumaric
acid (pCA−), thioacid (pCTA−), methyl ester (pCMe−), and
methyl thioester (pCTMe−) derivatives have been studied in
gas phase and in water solution. We analyze the modifications
introduced by the substitution of sulfur by oxygen atoms and
hydrogen by methyl in the coumaryl tail. We have found some
differences in the absorption spectra of oxy and thio derivatives that could shed light on the different photoisomerization paths
followed by these compounds. In solution, the spectrum substantially changes with respect to that obtained in the gas phase. The
n → π1* state is destabilized by a polar solvent like water, and it becomes the third excited state in solution displaying an
important blue shift. Now, the π → π1* and π → π2* states mix, and we find contributions from both transitions in S1 and S2.
The presence of the sulfur atom modulates the solvent effect and the first two excited states become practically degenerate for
pCA− and pCMe− but moderately well-separated for pCTA− and pCTMe−.

■ INTRODUCTION

Photoisomerization reactions have been profusely studied as
they play an important role in biological processes such as
vision, energy production, signaling, etc.1−3 Moreover, under-
standing how nature drives those processes is a necessary tool
for the development of biotechnological devices. The
comprehension of such mechanisms needs the complementary
effort of experimental and theoretical studies of the
chromophore in different environments: gas phase, solution,
and inside the protein.
The photoactive yellow protein (PYP), originally discovered

in the Halorhodospira halophile bacterium,4,5 is responsible for
its negative phototaxis when irradiated with blue light.6

Nowadays, it is accepted that the final cellular response is
initiated with the photoisomerization of the PYP chromophore,
the deprotonated 4-hydroxy-cinnamic acid (or anionic trans-p-
coumaric acid, pCA−) bonded to the γ-sulfur of Cys62 through
a thioester linkage.7 After irradiation (446 nm), the protein
enters a photocycle where the primary event is the isomer-
ization of the chromophore’s double bond8−11 on a subpico-
second timescale, very similar to retinal photoisomerization in
the visual process.1

PYP shows an absorption maximum at 446 nm, which is very
close to the absorption of its isolated chromophore (≈430 nm).
This fact has also been reported in other proteins and
chromophores.12 Nowadays, it is accepted that inside the

protein, the chromophore is exposed to numerous interactions
that all together render the absorption practically unchanged
with respect to the gas phase values. In a recent paper, Rajput et
al.,13 by performing gas phase absorption measurements on
pCA− and pCA− (H2O)2, reported the effect exerted by the H
bonds on the spectrum. Two water molecules simulate the
interaction of the phenolic end of the chromophore with the
amino acid residues Glu46 and Tyr42 present in the protein.
They found an 85 nm (0.71 eV) blue shift associated with the
hydrogen bond interaction. Other factors present inside the
protein, like electrostatic environment or geometrical con-
straints, would red shift the absorption maximum counteracting
the H bonds effect and yielding the absorption unchanged. The
protein environment protects the chromophore from the
surrounding solvent, avoiding the blue shift that would be
expected. A deeper knowledge about the chromophore−solvent
interactions would be extremely useful to the understanding of
the effect exerted by the protein environment.
In the literature, there exist a vast number of experimental

studies about the absorption spectrum and excited state
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deactivation of several derivatives of the anionic trans-p-
coumaric acid.14−18 Most of them in solution and just a few
in gas phase.19 These studies point out the importance of the
protonation state of the chromophore together with the nature
of its coumaryl tail on the kinetic and thermodynamic product
of the photoisomerization. For instance, it has been shown that
pCA2− (trans-p-hydroxycinnamate) and pCMe− (trans-p-
hydroxycinnamide) exhibit a decay of the excited-state bands
of 10 and 4 ps, respectively, and a net trans to cis isomerization
is recorded.20,21 On the contrary, pCT− (trans-p-hydroxythio-
phenyl cinnamate) decays in less than 2 ps and no cis product
has been found.20,21 From the theoretical side, trans-p-coumaric
acid derivatives have also been profusely studied, both in gas
phase22−24 and in solution. When the environmental effects are
taken into account, different strategies can be followed. From
the simplest consideration of a few solvent molecules25−27

strategically introduced in order to mimic the main interactions
with the medium to the most sophisticated QM/MM
methods,29,30 as for instance the ASEP/MD method.31,32,37 In
between, the explicit quantum introduction of the closest
protein residues28 or the representation of the environment as a
continuum33 have also been employed.
In this article, we have mainly focused on the analysis of the

water effect and coumaryl tail of the monoanionic trans-p-
coumaric chromophore during the very first event after the
irradiation with blue light. To this end, the first two electronic
transitions for the acid (pCA−), thioacid (pCTA−), methyl
ester (pCMe−), and methyl thioester (pCTMe−) derivatives
have been studied in gas phase and in water solution. The
methyl thioester explores the role of the thioester linkage,
present in the PYP protein. We will analyze the modifications
introduced by the substitution of sulfur by oxygen atoms with
the pCMe− derivative. pCA− and pCTA− permit the evaluation
of the influence of the methyl group. We tried to analyze if
already during the absorption process it could be possible to
find some differential characteristic that could explain the
different deactivation path experimentally found for pCT− in
solution.
In a previous paper,32 we analyzed the effects of the solvent

and protonation state on the electronic absorption spectrum of
the p-coumaric acid. The calculated solvatochromic shift of the
absorption maximum is a red shift for the neutral, carboxylate
monoanion, and dianionic chromophores and a blue shift for
the phenolate monoanion. We also analyzed the contribution of
the solvent electronic polarizability on the solvent shift. It was
concluded that it represents an important part of the total
solvent shift for the neutral form, but its contribution was
completely negligible in the mono- and dianionic forms. This
difference is related to the different nature of the solute−
solvent interactions. So, while in neutral species, the interaction
is dominated by the solute dipole−solvent reaction field term,
in anionic compounds the main contribution comes from the
interaction between the charge of the solute and the solvent
reaction potential. The reaction electric field is increased by the
electronic solvent polarization, but it hardly affects the
electrostatic potential value. Consequently, the electronic
solvent polarization term has not been included in the present
study where only monoanionic species are considered.

■ METHOD
Solvent effects on the absorption spectra and molecular
properties of four models of the PYP protein chromophore
were studied with the ASEP/MD (averaged solvent electro-

static potential from molecular dynamics) method. This is a
sequential quantum mechanics/molecular mechanics method
(QM/MM) that makes use of the mean field approximation
(MFA).31,34,35 In this approximation, instead of considering
specific solvent configurations, the perturbation enters into the
solute molecular Hamiltonian in an averaged way. Con-
sequently, ASEP/MD through the MFA permits the reduction
of the number of quantum calculation from several thousands,
as usual in QM/MM36 methods, to only a few, and the highest
levels of theory available at present can be employed. Other
sequential QM/MM methods using the MFA are RISM/
SCF,42−44 ASEC/MC,45 MF-QM/MM,46 and methods based
in the frozen density embedding theory (FDET).47 The main
difference between them is the way in which the averaged
representation of the solvent is obtained and introduced in the
QM calculations.
From the two components into which the solvent response is

traditionally split, inertial (associated with nuclear movements)
and electronic (associated with the response of the electronic
degrees of freedom of the solvent), the latter is considered fast
enough to be always in equilibrium with the solute charge
distribution. On the contrary, nuclear movements are slower
than electronic ones and longer times are needed in order to
reach equilibrium. In this context, during a Franck−Condon
(FC) transition, the change in the solute charge distribution is
supposed as so fast that the inertial component of the solvent
will be in a nonequilibrium situation with the final state (i.e.,
the solvent structure around the initial state remains fixed
during the transition). Consequently, the first step in the study
of vertical transitions in solution always consists in the
determination of the solvent structure in equilibrium with the
solute geometry and charge distribution in the starting state, the
ground state if we deal with absorptions. To this end, we used
the ASEP/MD methodology where quantum calculations and
molecular dynamics simulations are engaged in the context of
the MFA.38 That is, from a fully MM molecular dynamics
simulation39 an averaged solvent electrostatic potential is
obtained, and it is introduced as a point-charge representation
into the quantum calculation of the solute. Once the associated
Schrödinger equation has been solved, the updated solute
charge distribution is used in a new molecular dynamics
simulation. MM simulations and quantum calculations are
successively iterated until the charge distribution of the solute
and the solvent structure around it become mutually
equilibrated. The point charges representing the solute
molecule during the MD simulation are obtained from the in
solution solute molecule wave function by using the CHELPG
(charges from electrostatic potential, grid) method.40,41

As the ASEP/MD method has been described in previous
papers,31,32 here we just present a brief outline. As in other
QM/MM methods, the solute wave function is obtained by
solving the effective Schrödinger equation

̂ + ̂ + ̂ |Ψ⟩ = |Ψ⟩H H H E( )QM QM/MM
elect

QM/MM
vdw

(1)

ĤQM is the in vacuo solute molecular Hamiltonian and the
electrostatic solute−solvent interaction term (ĤQM/MM

elect ) is
calculated using the mean field approximation

∫ ρ̂ = · ̂·H V rdr ( )QM/MM
elect

ASEP (2)

VASEP(r) is the average electrostatic potential generated by
the solvent in the volume occupied by the solute, and it is
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represented through a set of point charges. Technical details
about the determination of the number, position, and values of
the charges can be found in ref 31. VASEP(r) is calculated as a
statistical average over the configuration space obtained in the
MD simulations. Finally, ρ̂ is the charge density operator of the
solute and ĤQM/MM

vdv is the Hamiltonian for the van der Waals
interaction. When represented through a Lennard-Jones
potential, this term is a function of the nuclear coordinates
and it does not depend on the electron coordinates.
Given that VASEP(r) and ρ, the solute charge density, depend

mutually each on the other, eqs 1−2 must be solved iteratively.
The process finishes when convergence in the solute charge
distribution and energy is reached.
The ASEP/MD process can be extended by carrying out the

relaxation of the solute geometry during the quantum
calculation. The method optimizes the solute geometry in the
presence of the solvent using a technique described in a
previous paper48 and based on the joint use of the free-energy
gradient method49−52 and the mean field approximation. At
each step of the optimization procedure, the mean values of the
total force (F) and, when possible, the Hessian (H) are
calculated from a representative set of solvent configurations
and then used to obtain a new geometry with the rational
function optimization method.
Once the optimization is finished, the geometry and charge

distribution of the solute and the solvent structure become
mutually equilibrated. When one is interested in studying
electronic transitions, it could be interesting to perform an
additional self-consistent process during the calculation of the
ASEP. The solvent structure (the set of solute−solvent
configurations in equilibrium) and solute geometry obtained
in the first self-consistent process are used to couple the
quantum mechanical solute and the electron polarization of the
solvent. In a previous paper,32 we showed that solvent
electronic polarizability has a very small effect on the transition
energies of the anionic p-coumaric acid. Consequently, and in
order to simplify calculations, we neglect the effect of this
component along this paper. In sum, the variation of the
chromophore absorption energy when it passes from gas phase
to solution, known as solvent shift, can be written as

δ = ⟨Ψ| ̂ + ̂ + ̂ |Ψ⟩ − ⟨Ψ | ̂ |Ψ ⟩H H H HQM QM/MM
elect

QM/MM
vdw 0

QM
0

(3)

δ = ⟨Ψ| ̂ |Ψ⟩ − ⟨Ψ | ̂ |Ψ ⟩ + ⟨Ψ| ̂ |Ψ⟩

+

H H H

E

elect
QM/MMQM

0
QM

0

QM/MM
vdw

(4)

δ = + = + +E E E E Edist int dist int
elect

int
vdw

(5)

The first term in this expression corresponds to the
distortion energy of the solute (i.e., the energy spent to
polarize the chromophore); the second term is the solute−
solvent interaction energy that in turn can be split in the
electrostatic and van der Waals contributions.

■ COMPUTATIONAL DETAILS
Geometry optimization was performed with the complete
active self-consistent field (CASSCF)53 theory both in gas
phase and in solution. On the basis of our previous experience
with the p-coumaric acid,32 the selected basis set was cc-pVDZ
and the active space was the complete valence π space with 14
electrons in 12 orbitals (14,12). Ground state minima where

calculated as a state averaged of the first five states (SA(5))
with equal weights. For the sake of comparison and
completeness, we also ran some tests with DFT-B3LYP and
tried a more complete active space (16,13) where the carboxylic
oxygen lone pair was included. In order to evaluate the error of
using a medium size basis set, we also ran some calculations
with aug-cc-pVDZ and cc-pVTZ basis sets.
During the ASEP/MD procedure, the solute charge

distribution was described using potential fitted charges
calculated at CASSCF(14,12)/cc-pVDZ level. Charges were
placed only on nuclei. Consequently, the charges on the
heteroatoms could be overestimated as their value must make
up for the electrostatic field produced by the lone pairs.54

Whereas CASSCF takes into account the near-degeneracies
of different electronic configurations, the dynamic correlation
energy is not included. Previous studies have evidenced the
importance that the consideration of the dynamic correlation
has for an adequate description of the absorption spectra of
organic molecules.32,55 This component was considered in the
calculation of the vertical transition energies by using CASPT2
methodology.56,57 In these calculations, the SA(5)-CASSCF
wave functions were used as reference.
In solution calculations were performed with the ASEP/

MD36 using Gromacs58,59 and Molcas-7.660 for the molecular
dynamics and quantum calculations, respectively. Because of
the limited size of the basis set and in order to facilitate
comparison with the experiment, we used a value of 0.0 for the
ionization potential−electron affinity (IPEA) shift in the
CASPT2 calculation. To minimize the appearance of intruder
states, an additional imaginary shift of 0.1i Eh was used. The
oscillator strengths were calculated with the RASSI algorithm
implemented in Molcas.
The molecular dynamics simulations included 1532 water

molecules and one molecule of solute in a rhombic
dodecahedral box. All molecules had fixed intramolecular
geometry. For the solute, the Lennard-Jones parameters were
taken from the optimized potentials for liquid simulations, all
atoms (OPLS-AA) force field,61 and the atomic charges were
obtained from the quantum calculations. For water molecules,
the TIP4P62 model was employed. Periodic boundary
conditions were applied in all directions. Short-range electro-
static interactions were cutoff at 1.3 nm, and long-range
interactions were calculated with the particle-mesh Ewald
(PME) method.63 The temperature was fixed at 298 K with the
Nose−́Hoover thermostat.64 Each simulation was run in the
NVT ensemble for 500 ps, with a time step of 1 fs, where the
first 200 ps were used for equilibration and the last 300 ps for
production. In solution, final results were obtained by averaging
the last five ASEP/MD cycles, and therefore, they represent a
1.5 ns average.

■ RESULTS
Electronic and structural properties for different models of the
PYP chromophore were compared as a function of the chemical
nature of the coumaryl tail. We studied the acid (pCA−), thio
acid (pCTA−), methyl ester (pCMe−), and thiomethyl ester
(pCTMe−) derivatives of the anionic p-coumaric acid (see
Figure 1). Gas phase and in-solution results were compared to
elucidate the solvent effects on the vertical absorption of each
of the four derivatives. We will start our discussion by analyzing
gas-phase results. It is known that the excited states of the
chromophore anionic forms are metastable in the gas phase.
They become stable states in polar solvents or in whatever
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other medium where their negative charge could be stabilized
mainly through a network of hydrogen bonds. The mechanism
behind this stabilization can be analyzed by comparing the
behavior of the system in different environments.
Gas Phase. We started by testing the influence of the active

space, calculation level, and basis set on the geometry and
vertical transitions of pCMe− and pCTMe−.
DFT-B3LYP, CASSCF(14,12), and CASSCF(16,13) results

were compared by using the cc-pVDZ basis set. The (14,12)
active space includes the complete π space and the lone pair
from the phenolic oxygen. The potential effect of the electronic
states related with the carboxylic oxygen lone pair is puzzled
out with the larger active space, (16,13). Table S1 of the
Supporting Information collects some selected geometrical
parameters. The active space has a small influence on the
geometry as CASSCF(14,12) and CASSCF(16,13) give
practically the same results. In turn, our DFT values are
consistent with previous studies providing double and single
bonds longer and shorter, respectively, than CASSCF
calculations. The molecule displays a quinonic character,
previously reported in literature, especially in the ring. These
conclusions are equally valid for methyl ester and methyl
thioester derivatives.
Vertical transition energies are shown in Table 1 along with

the available experimental data. The values are CASPT2

energies calculated by using CASSCF wave functions as
reference. SA-CASSCF(14,12)-PT2//B3LYP and SA-CASSCF-
(16,14)-PT2//B3LYP denote calculations with DFT-optimized
geometry.
In all cases, the bright state corresponds to the first excited

state, with oscillator strength close to one. This is a π−π*

transition involving the orbitals displayed in Figure 2. The
second excited state is the n−π* state involving the phenolic

oxygen lone pair, and the third one corresponds to a π−π*
transition where the antibonding orbital is displayed in Figure
2. CASSCF(16,13)-PT2//CASSCF(16,13) and CASSCF-
(14,12)-PT2//CASSCF(14,12) transition energies differ in
less than 0.05 eV for any state, proving the small influence that
the inclusion of the carboxylic oxygen lone pair in the active
space has in the final geometry. Actually, this difference can be
attributed to the effect of the active space on the energy
calculation as (14,12) and (16,13) values using the same
B3LYP geometry lead to similar transition energy differences.
In any case, the influence of the active space is practically
negligible, and results with (14,12) or (16,13) are mostly
equivalent. B3LYP geometry yields to transition energies
slightly lower (≈ 0.07 eV) than CASSCF ones.
As the larger active space (16,13) includes the carboxylic

oxygen lone pair, it permits the study of the n → π* transition
involving this orbital. This state appears as the fifth excited state
for the methyl thioester derivative (4.35 eV) and as the eighth
for the methyl ester one (5.33 eV). Being so high in energy, it
does not interfere in the position of the absorption band. In
fact, there is almost no difference between (14,12) and (16,13)
results. Consequently, we use the less computional-demanding
(14,12) active space in the rest of this paper.
A quite good agreement is found between the calculated

transition energies and the available experimental data. Thus,
the absorption maximum for the methyl ester derivative is
experimentally found at 2.88 eV,22 whereas CASSCF(14,12)-
PT2//CASSCF(14,12) and CASSCF(14,12)-PT2//B3LYP
values are 2.94 and 2.86 eV, respectively. Although there is
no experimental data for the methyl thioester, the absorption
spectrum for the phenyl thioester (pCT−) derivative has been
registered and the maximum is found at 2.70 eV.19 This value is
a good reference for pCTMe− as the electron conjugation does
not extend beyond the sulfur atom. It can be noted a good
agreement between this experimental result and the calculated
values (2.73 and 2.66 eV for CASSCF(14,12)-PT2//CASSCF-
(14,12) and CASSCF(14,12)-PT2//B3LYP).
We have also run some tests in order to evaluate the error

due to using a medium size basis set as cc-pVDZ. To this end,
transition energies were recalculated with B3LYP/cc-pVTZ and
B3LYP/aug-cc-pVDZ optimized geometries. These CASSCF-
(14,12)-PT2//B3LYP results are collected in Table 2. As it has
been previously reported,26 the introduction of diffuse
functions decreases the transition energies. The triple-ζ basis
set (cc-pVTZ) follows the same trend. In general, the influence

Figure 1. Acid (pCA−), thioacid (pCTA−), methyl ester (pCMe−),
and methyl thioester (pCTMe−) derivatives of the anionic p-coumaric
acid studied in this paper.

Table 1. Gas Phase CASPT2 Vertical Transition Energies
(eV) for pCMe− and pCTMe− at Different Levels of
Calculation

ΔE0 (S0 → S1) ΔE0 (S0 → S2)

pCMe− pCMeT− pCMe− pCMeT−

SA-CASSCF(14,12)-
PT2//CASSCF(14,12)

2.94 2.73 3.65 3.47

SA-CASSCF(16,13)-
PT2//CASSCF(16,13)

2.91 2.69 3.61 3.42

SA-CASSCF(14,12)-
PT2//B3LYP

2.86 2.66 3.54 3.36

SA-CASSCF(16,13)-
PT2//B3LYP

2.83 2.63 3.49 3.32

Exp. 2.88a 2.70 (pCT−)b − −
aT. Rocha-Rinza et al.22 bNielsen et al.19

Figure 2. Gas phase and in solution molecular orbitals involved in the
main electronic transitions.
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of the basis set on the transition energies of these systems is
small. It is worth noting the slight deviation of the CASPT2
results from the experiment when more complete basis sets are
used. This fact can be related with the use of a 0.0 value for the
IPEA. An IPEA value of 0.25 has been proposed when larger
basis sets are used.60 Therefore, attending to a performance
criterion, we used the simplest cc-pVDZ for the rest of our
calculations.
In sum, in gas phase the active space and the employed

quantum method for geometry optimization have only a small
effect on the transition energies. Good agreement with the
available experimental data is reached in all cases. In an
upcoming paper, we will tackle the different deactivation path
for the excited state of the PYP chromophore as a function of
the terminal group. Given that the use of TD-DFT in the study
of charge transfer states and in the neighborhood of conical
intersections has been criticized65,66 and in order to have a set
of comparable results both in the ground and in the excited
potential surfaces, we decided to continue our study at the
CASSCF(14,12)/cc-pVDZ level of calculation, as multirefer-
ence methods have demonstrated their suitability in this field.
Table 3 presents transition energies and dipole moments of

pCA−, pCMe−, pCTA−, and pCTMe−. In charged systems, the

dipole moment value depends on the position of the origin of
coordinates, consequently, only relative variations referred to
the same origin, as it is the case, are meaningful. Regarding the
electronic spectra, the bright excited state for the four

derivatives appears as the first excited state with a value for
the oscillator strength close to the unit. The implied orbitals are
equivalent to those shown in Figure 2. Transition energies are
all in the same order of magnitude even if they can be classified
into two groups: on the one hand pCA− and pCMe− and on
the other hand pCTA− and pCTMe−. The presence of sulfur in
the structure results in a slight red shift of the first absorption
band of around 0.21 eV, which agrees very well with the
experimental red shift (0.18 eV). On the contrary, the
substitution of the terminal hydrogen for the methyl group
does not modify the band position. Even though, to our
knowledge, no experimental values have been published for
pCTA− and pCTMe− in the gas phase, several derivatives of the
anionic trans-p-coumaric acid have been theoretically studied.
The vertical excitation energy of pCA− has been profusely
studied with a vast variety of theoretical methods.22,24,26,29 Our
results are in line with the value (2.98 eV) published by Zuev et
al.24 using a similar level of calculation (SS-CASPT2/ANO-
RCC-VTZP). For the methylate compounds, Gromov et al.26

reported CC2/cc-pVDZ and EOM-CCSD/cc-pVDZ transition
energies of 3.27 and 3.35 eV for pCMe− and 3.10 and 3.17 eV
for pCTMe−. Even though these results slightly overestimate
the experimental energy, they show a red-shifting effect of the
sulfur atom on the absorption band. At the CC2/SV(P) level of
calculation, these authors28 reported a more accurate value of
2.89 eV for the absorption of pCTMe−. It is important to note
that all TD-DFT published results for the anion overestimate
experimental excitation energies. So, Muguruza et al.65 reported
values of 3.40 and 3.28 eV for the vertical energies of pCTMe−

and pCT− derivatives at PBE TD-DFT level of calculation and
Sergi et al.,66 a value of 3.24 eV for pCA−. In accordance with
these values, it seems evident the poor performance of this
method in describing charge-transfer excited states. As for the
thioacid derivative, as far as we know, there are no previous
theoretical or experimental studies on the vertical absorption
energies.
Table 4 collects the atomic point charges for the different

compounds in the ground and excited states. In order to
simplify the analysis, the molecule has been divided in three
parts (phenolic ring, central double bond, and the acid or ester
terminal group). It is well-established, see for instance Gromov
et al.,26 that the ground state of the PYP features a large
negative charge on the phenolic group and that during the
electronic transition part of this charge is transferred toward the
rest of the molecule. Our aim in this regard is to compare this
behavior when the substituent is modified. All the compounds
follow the same trend, although with some small differences.
Thus, one can observe that the ground state of pCA− and
pCMe− present a greater negative charge on the phenolic and
central part of the molecule than pCTA− and pCTMe− which,
due to the better electron-acceptor character of the sulfur,
present a larger charge over the thioester group and
consequently lower dipole moment values. As for the flux of
charge during the electronic transition, it is larger for pCA− and

Table 2. Gas Phase SA-CASSCF(14,12)-PT2//B3LYP
Transition Energies (eV) Calculated with Different Basis
Sets

ΔE0 (S0 → S1) ΔE0 (S0 → S2)

pCMe− pCMeT− pCMe− pCMeT−

cc-pVDZ 2.86 2.66 3.54 3.36
aug-cc-pVDZ 2.64 2.34 3.49 3.28
cc-pVTZ 2.73 2.52 3.52 3.34

Table 3. SA-CASSCF(14,12)-PT2/cc-pVDZ Dipole Moment
Values (D) and Transition Energies (eV) in Gas Phase

pCA− pCMe− pCTA− pCTMe−

Dipole
S0 7.82 8.03 4.70 5.29
S1(π → π1*) 4.66 4.61 3.33 3.39
S2(n → π1*) 1.65 1.76 4.06 3.66
S3(π → π2*) 11.41 11.53 8.86 9.39

Transitions (ΔE0)
Exp. 2.89a 2.88a − 2.70 (pCT−)b

S0−S1(π → π1*) 2.96 2.94 2.73 2.73
S0−S2(n → π1*) 3.65 3.65 3.45 3.47
S0−S3(π → π2*) 3.82 3.81 3.88 3.86

aT. Rocha-Rinza et al.22 bNielsen et al.19

Table 4. Gas Phase Potential Fitted Charges at CASSCF(14,12)/cc-pVDZ level

pCA− pCMe− pCTA− pCTMe−

GS π → π1* GS π → π1* GS π → π1* GS π → π1*

ring −0.615 −0.398 −0.626 −0.398 −0.589 −0.462 −0.595 −0.446
double bond −0.308 −0.433 −0.358 −0.487 −0.209 −0.232 −0.287 −0.323
coumaryl end −0.077 −0.169 −0.016 −0.115 −0.202 −0.307 −0.118 −0.231
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pCMe−, ≈ 0.22 e, than in pCTA− and pCTMe−, ≈ 0.13 e.
Furthermore, whereas in the oxy derivate the increase in
negative charge is almost equally shared by the double bond
and the terminal group (COOH or COOCH3) in pCTA− and
pCTMe−, the charge mainly accumulates in the thio end. This
fact evidences the larger electronic affinity of the sulfur atom
versus the oxygen. In any case, the displacement of the negative
charge from the phenolic oxygen toward the rest of the
molecule fits with the observed decrease of the dipole moment
in the excited state. As we see, transition energies, dipole
moments, and charge distribution variations are all consistent,
and all of them yield the same conclusions.
Water Solution. Let us now analyze the effect that the

interaction with water introduces on the structural and
electronic properties of our four models for the PYP
chromophore. As it was said before, the in solution study was
performed with the ASEP/MD method.31

With regard to the geometry, there are no significant
differences between the ground state minima for any of the four
compounds in water solution (See Table S2 of the Supporting
Information). Only the bond lengths involving the oxygen or
sulfur final atoms show different behavior. Nevertheless, these
geometries are notably different from those obtained in the gas
phase, even though they remain essentially planar. There is an
important increase of the phenolic oxygen bond length as a
result of the interaction with the solvent (1.23 Å in gas phase
and 1.28 Å in solution). In addition, a certain loss of the
quinonic character displayed in the gas phase can be observed.
So, in solution, single bonds are longer and double bonds
shorter than in the gas phase. Contrary to what could be
expected, the carboxylic double bond length is not modified by
the solvent, probably due to the small interaction energy of this
group with the solvent. Steric hindrance and the low charge on
the carbonyl group (C16O17) are responsible for this fact. The
effect of the hydrogen bonds on the properties of the thioester
derivative has been studied by Gromov et al. by introducing
two water molecules interacting with the phenolate moiety.26

The bond length variations reported by these authors are
clearly smaller than the results presented in our study. This
becomes more evident as one passes from the phenolic moiety
to the rest of the molecule. In fact, microsolvation induces
variations in the bonds of the central part that represent just
one-third of those obtained with ASEP/MD. It can be
concluded that the presence of only the two water molecules
does not adequately represent the complete interaction with
the bulk solvent.
In water solution, the spectrum is notably more complex

than in the gas phase. Data in Table 5 permit the analysis of the
nature of the first three transitions. First it can be noted that,
due to its low dipole moment, the n → π* state is destabilized
in solution with respect to the π → π2* excited state and it
becomes the third excited state. Now, the first two excited
states are π → π* and both display contributions from π → π1*
and π → π2* transitions. Molecular orbitals involved in these
transitions are similar to those shown in Figure 2. Oscillator
strengths agree with the mixture shown by S1 and S2. In pCA−

and pCMe−, the S1 and S2 states are practically degenerate,
even though the brighter state, according to the oscillator
strength, is S2. On the contrary, for pCTA− and pCTMe−,
there exist a gap of around 0.35 eV between the first two
excited states, S1 remaining the bright one. The mixture
between S1 and S2 in solution can be understood taking a look
at the large dipole moment of the π → π2* excited state in the

gas phase. This state is more stabilized by the solvent than π →
π1* and n → π1*, becoming the first excited state for pCA

− and
pCMe−. In fact, the π → π2* state is the only one for which a
slight red shift (δ ≈ −0.05 eV) is found in solution. So, it can
be concluded that in solution the thio compounds show S1 and
S2 excited states moderately well-separated, whereas these
states are completely degenerate for the oxy derivatives. As said
before, this fact is related to the larger dipole moment shown by
the π → π2* state for the oxy compound as a consequence of a
more localized negative charge in the phenyl moiety. The
differences in the relative stabilities of π → π* states of oxy and
thio derivatives could be related with the different de-excitation
routes that pCT− and pCMe− follow in polar solvents. Whether
the degeneracy of S1 and S2 makes the isomerization path
accessible for the oxy derivatives is a fact that will be addressed
in a future paper.
In any case, and following the trend observed in the gas

phase, transition energies for those bright states of pCA− and
pCMe− (≈3.8 eV) are slightly larger than those corresponding
to the thio analogues (≈3.5 eV). This difference (≈ 0.3 eV) is
practically the same than that found in the gas phase (≈0.2 eV).
In solution, the absorption bands are shifted toward shorter
wavelengths. This blue shift is related to the stabilization of
localized charges by polar solvents. In fact, all the four
derivatives have, in their ground states, a larger negative charge
in the phenyl group when in solution than in gas phase (Tables
4 and 6). In solution, the negative charge hosted by the central
double bond is completely shifted toward the phenolic moiety.

Table 5. In Solution SA-CASSCF(14,12)-PT2/cc-pVDZ
Dipole Moment Values (D), Transition Energies (eV),
Oscillator Strengths, and Solvent Shifts (eV)a

pCA− pCMe− pCTA− pCTMe−

Dipole
S0 16.24 18.85 17.61 19.89
S1 14.80 17.80 11.34 14.08
S2 9.54 12.02 15.12 17.08
S3(n → π1*) 5.76 8.51 6.39 8.78

Transitions (ΔE)
Experimental − 3.48−3.54b − 3.22−3.26c

S0−S1 3.76 3.76 3.46 3.48
(π → π1*) 20% 18% 51% 49%
(π → π2*) 37% 39% 14% 16%

S0−S2 3.78 3.81 3.84 3.82
(π → π1*) 48% 49% 18% 20%
(π → π2*) 13% 13% 37% 36%

S0−S3 4.97 5.0 4.86 4.86
(n → π1*) 72% 76% 76% 76%

Oscillator Strength ( f)
S0−S1 0.2 0.18 0.51 0.49
S0−S2 0.6 0.60 0.28 0.31
S0−S3 ≈0 ≈0 ≈0 ≈0

Solvent Shift (δ)
S0−S1 −0.06 −0.05 0.73 0.75
S0−S2 0.82 0.87 −0.04 −0.04
S0−S3 1.32 1.35 1.41 1.39
aWith regard to the experimental data of pCA− and pCTA− in
solution, as the basicity increases the monoanion species present in the
medium would be the carboxylate anion due to the bigger acidity of
this hydrogen atom. Consequently, no experimental data are available
for the phenolate anions pCA− and pCTA−. bRocha-Rinza el al.22
cNassem et al.68 and Larsen et al.69
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When the vertical transition in solution takes place, as a
nonequilibrium solvent is considered according to the Franck−
Condon principle, the solvent penalizes the charge transference
from the phenolic part toward the rest of the molecule.
Consequently, a blue shift is expected.
The calculated solvent shifts of the bright states are about

0.73−0.87 eV. These values overestimate in 0.21 eV the
experimental one. In turn, this fact is related to the
overestimation of the transition energies in solution. One of
the possible origins for this is the use of CASSCF optimized
geometries. It is known that the CASSCF method over-
estimates the charge separation, and consequently, it leads to an
overestimation of the solute−solvent interaction energies.
Table 6 permits the analysis of the charge distribution and

the fluxes of charge during the excitation to the bright state.
The four derivatives show a flux of charge from the phenolic
part to the other two moieties. It is interesting to note that the
negative charge transferred is practically the same in all cases:
about 0.32 e from the phenolic part to the central double bond
(0.24 e) and the terminal moieties (0.08 e). That leads to a
more smoothed out negative charge along the molecule as it
happened in the gas phase. Consequently, dipole moments
decrease in about 30−35% during the transition. In any case, it
is remarkable the correlation between the localization of the
negative charge in the phenyl moiety and the increase in the
dipole moment value.
Figures 3 and 4 display the H(water)−O1(solute), H-

(water)−O17(solute) pair radial distribution functions (rdfs)

for the four studied derivatives and Figure 5 the corresponding
rdfs between the H(water) and S18 for the thio-derivatives or
O18 for pCA− and pCMe−. Whereas the height of the first peak
is equivalent in the H−O1 rdfs for all the derivatives, this is not
the case for H−O17. The solvent is less structured around the
carboxylic oxygen of thio-derivatives. Coordination numbers in
Table 7 are in agreement with this fact, even though differences
are quite subtle. The differences between the solvent structure
around O1 and O17 are remarkable. As for atom 18 (O for
pCA− and pCMe− or S for pCTA− and pCTMe−), the solvent
does not present a relevant structure, although it is somewhat
more visible for pCA− and pCMe−.

A quantity that can be useful in the analysis of the results is
the group contribution to the solute−solvent interaction energy
(Table 8). The molecules have been divided in four parts: the
phenolic oxygen, the phenyl group, the central double bond,
and the terminal part (acid, thioacid, ester, or thioester,
depending on the case). The larger contribution to the total
interaction energy comes from the phenolic oxygen. However,
the contributions of the remaining groups are far from being
negligible. Interaction energies correlate with the charges
sustained by the different groups (see Table 6). Thus, the
general trend is an increase of the solute−solvent interaction
energy with the charge. Nevertheless, there are exceptions, and

Table 6. In Solution Potential Fitted Charges at CASSCF(14,12)/cc-pVDZ Level

pCA− pCMe− pCTA− pCTMe−

GS π → π1* GS π → π1* GS π → π1* GS π → π1*

ring −0.855 −0.510 −0.844 −0.511 −0.956 −0.627 −0.917 −0.619
double bond −0.156 −0.418 −0.278 −0.526 0.072 −0.172 −0.134 −0.360
coumaryl end 0.012 −0.071 0.122 0.036 −0.116 −0.201 0.050 −0.021

Figure 3. Radial distribution function corresponding to the pair
O1(solute)−H(water).

Figure 4. Radial distribution function corresponding to the pair
O17(solute)−H(water).

Figure 5. Radial distribution function corresponding to the pair
S18(solute)−(water) for pCTA− and pCTMe− and to the pair
O18(solute)−H(water) for pCA− and pCMe−.

Table 7. Coordination Numbers

H-O1 H-O17 H-O18/H-S18

pCA− 2.1 0.9 0.4
pCMe− 2.1 0.9 0.2
pCAT− 2.1 0.7 0.1
pCTMe− 2.1 0.6 0.1
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it is remarkable the large contribution of the terminal part even
though its total charge is very small. In order to understand this
behavior, we split the contribution of the terminal part in three
contributions: carbonyl, oxygen, or sulfur atom and hydrogen
or the methyl group. Even though the total charge of the
COXY (X = O or S, Y = H or CH3) terminal part is small, it is
not the case for each of its members. So, the interaction energy
from the terminal oxygen and sulfur atoms is the most
important contribution to the total interaction energy of the
COXY group, being oxygen contribution bigger than the
corresponding sulfur contribution. It is also interesting to note
that the H or CH3 contributions to the solute−solvent
interaction energy are attractive and repulsive, respectively.
Nevertheless, these contributions are minor and are not
responsible for the differences between derivatives. These
results are in line with the small influence that the methyl or
hydrogen atoms have in other molecular properties.
Electronic transition results in a decrease of the solute−

solvent interaction energy. This is mainly due to the decrease of
ca. 35−40 kcal in the contribution of the phenolic part of the
molecule (Ph−O). This fact is related to a charge shift of
around 35% from this moiety to the rest of the molecule during
the transition and with the solvent structure around the solute
molecule in equilibrium with the ground state. O17 presents a
reduced number of water molecules placed in its neighborhood
compared to the number around the phenolic oxygen, and
consequently, the transferred charge is not so effectively
stabilized by the solvent. A similar conclusion was obtained in a
previous paper67 where the solvent structure around the
pCMe− was analyzed both in the ground and excited state.
Finally, it is remarkable that the contribution of the terminal

group to the total solute−solvent interaction energy is almost
invariable. This fact evidences again the minimal participation
of this part of the molecule during the electronic transition.
That the most important interaction with the solvent is

centered in the phenolic oxygen is the reason why the
microsolvation on this part of the molecule is used with the aim
of roughly mimicking the effect of the condensed medium. So,
Gromov et al.26 calculated a value of 2.96 eV for the pCTMe−

with two water molecules placed close to the phenolic oxygen
(CC2/aug-cc-pVDZ). This value is in reasonable agreement
with the experimental value of 3.22 eV published by Naseem et
al.68 Nevertheless, those authors arrive to a theoretical solvent
shift of 0.05 eV as they found the absorption band in the gas
phase at 2.91 eV. This value is clearly underestimated when
compared to the experiment. Assuming the gas phase
experimental value for pCT− (2.70 eV) as suitable reference

value for pCTMe− too, the experimental solvent shift can be
estimated in 0.52 eV. Therefore, in this case, the microsolvation
does not account for the total effect of the solvent as
microsolvated and gas phase results are practically equivalent.
Wang et al.33 studied pCTMe− in various solvents with

different dielectric constants using CPCM/TD-B3LYP. In
water, the absorption energy was calculated to be 3.03 eV,
lower than the value obtained in the gas phase (3.17 eV).
Consequently, a red shift contrary to the experimental result
was obtained. Probably, this poor performance is related with
the neglect of specific solute−solvent interactions by CPCM,
although the suitability of TD-B3LYP in the description of the
charge fluxes during the electronic transitions in pCTMe−

could also be questioned. In any case, ASEP/MD, where
solvent−solute specific interactions are taken into account,
yields values of 3.47 and 0.73 eV for the in-solution vertical
absorption and solvent shift, respectively, in good agreement
with the experiment, even though the solvent shift is slightly
overestimated. So, we must conclude that the representation of
the solvent through a few solvent molecules or making use of
continuum methods does not accurately account for the
solvation effects on the studied systems. In the first case
because solvation is a global property hardly represented just
through a few solvent molecules and in the second because
specific interaction between solute and solvent are missing.

■ CONCLUSIONS

In this paper, we have addressed the possible influence of the
terminal group and solvent on the absorption spectrum of
several p-coumaric derivatives. Sulfur versus oxygen and
hydrogen versus methyl substituents have been analyzed. We
find that the replacement of the H19 hydrogen atom by a
methyl group has no effect on the transition energies, even
though a clear loss of the solvent structure can be observed
when the hydrogen terminal atoms is replaced by the methyl
group. This fact evidences the slight participation of this part of
the molecule in the flux of charge that characterizes the
electronic transition.
With regard to the electronic spectra of the studied

derivatives, their transition energies can be put into two
groups: on the one hand, pCA− and pCMe−, and on the other
hand, pCTA− and pCTMe−. In gas phase, the bright state is the
first excited state with a π → π1* character. This state is
followed in energy by the states corresponding to the n → π1*
and π → π2* transitions. With regard to S1 (π → π1*), slightly
red-shifted absorption bands (≈0.20 eV) were calculated for
pCTA− and pCTMe− with respect to pCA− and pCMe−. For

Table 8. Solute−Solvent Interaction Energies (kcal/mol)

GS π → π1*

O Ph CC COXY Total O Ph CC COXY Total

pCA− −158.45 16.85 −6.41 −24.61 −172.91 −139.82 34.51 −17.62 −27.62 −150.54
pCMe− −149.10 14.18 −10.75 −10.27 −155.93 −131.81 31.47 −21.85 −13.35 −135.54
pCTA− −147.57 9.41 2.21 −15.38 −151.33 −129.04 24.59 −7.35 −18.17 −129.97
pCTMe− −148.56 12.52 −4.22 −5.64 −145.90 −131.42 25.77 −13.53 −8.15 −127.34

GS π → π1*

CO X Y Total (COXY) CO X Y Total (COXY)

pCA− −4.85 −14.84 −4.92 −24.61 −7.57 −15.07 −4.98 −27.62
pCMe− −1.07 −10.68 1.48 −10.27 −3.96 −10.88 1.48 −13.35
pCTA− −6.92 −5.62 −2.84 −15.38 −9.50 −5.81 −2.86 −18.17
pCTMe− 1.28 −7.26 0.34 −5.64 −0.97 −7.42 0.24 −8.15
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all of them, this state shows a similar and strong charge transfer
character. For S2 (n→ π1*) and S3 (π→ π2*), the presence of
sulfur produces a red (≈0.20 eV) and blue (≈0.05 eV) shift,
respectively.
In solution, the spectrum changes substantially with respect

to that obtained in the gas phase. The n → π1* state is
destabilized by a polar solvent like water, and it becomes the
third excited state in solution suffering an important blue shift.
Now, π → π1* and π → π2* states mix, and contributions of
both transitions are found in S1 and S2. The presence of the
sulfur modulates the solvent effect, and the first two excited
states become practically degenerate for pCA− and pCMe− but
moderately well-separated for pCTA− and pCTMe−. As for the
solvent shift, the bright state experiences a blue shift in water
solution of 0.73−0.87 eV. This value overestimates the
experimental data mainly due to the overestimation of the
charge separation provided by CASSCF. Although in this
system there are several polar groups present, the solvent shift
seems to be mainly determined by the solvation of the phenolic
oxygen. Finally, it is remarkable the small influence of the
solvation on the π → π2* transition. The nature of this
transition, totally restricted to the phenyl ring, is responsible for
this behavior.
In sum, we have found some differences in the absorption

spectra of oxy and thio derivatives that could shed light on the
different behavior exhibited by pCT− and pCMe− in solution.
The mixture between π → π1* and π → π2* in water solution
for S1 and S2 and the fact that for the oxy derivatives the bright
state is S2 could be the cause for the different relaxation
dynamics and pathways during the de-excitation. Different
routes can be activated to permit the photoisomerization of
pCMe− in methanol but not for pCT− in water after irradiation
at 440 nm. Further studies on the de-excitation path for these
derivatives are required in order to elucidate the differences
during the photoisomerization process in solution. Finally, we
have shown that neither microsolvation with a few solvent
molecules nor continuum models correctly account for the total
effect of the solvent for PYP derivatives. We must conclude that
solvation is a global property that is hardly represented without
taking into account specific interactions in a large enough
solvent volume.
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M. A.; Martín, M. E. Solvent effects on the absorption spectra of the
para-coumaric acid chromophore in its different protonation forms. J.
Chem. Theory. Comput. 2013, 9, 4481−4494.
(33) Wang, Y.; Li, H. Excited state geometry of photoactive yellow
protein chromophore: A combined conductorlike polarizable con-
tinuum model and time-dependent density functional study. J. Chem.
Phys. 2010, 133, 034108.
(34) Angyan, J. G. Common theoretical framework for quantum
chemical solvent effect theories. J. Math. Chem. 1992, 10, 93−137.
(35) Tapia, O. In Theoretical Models of Chemical Bonding, Part 4,
Maksic, Z. B., Ed.; Springer-Verlag: Berlin, 1991, 435.

(36) Warshel, A.; Levitt, M. Theoretical studies of enzymic reactions:
Dielectric, electrostatic and steric stabilization of the carbonium ion in
the reaction of lysozyme. J. Mol. Biol. 1976, 103, 227−249.
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