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The 1,3-hydrogen shift of triazene in aqueous solution was studied with a combination of QM/MM methods.
First, the different species involved were characterized and the activation free-energies calculated with ASEP/
MD, a method that makes use of the mean field approximation. Then the reaction dynamics was simulated
with a QM/MM/MD method. A very strong influence of the solvent was observed, both specific, with the
participation of a water molecule, and from the rest of the solvent. The effect of solvation on the geometry
and electron distribution of triazene is important: N-N bond lengths tend to be more similar and the molecule
acquires a planar structure. For the transition state structure, a substantial degree of ionic nature was found.
Dynamic solvent effects were also analyzed.

1. Introduction

Triazenes are a class of compounds characterized by the
presence of a diazoamino functional group (NdN-N). The
simplest member of the family is known just as triazene. These
compounds have been used in a variety of applications, ranging
from polymer synthesis to anticancer drugs.1

A number of studies on the stability, equilibrium, and
decomposition of substituted triazenes have been published, both
experimental2-8 and theoretical.9-13 A general conclusion seems
to be that proton transfer between triazenes and solvent is a
key initial process for their decomposition and isomerization.
Mono- and disubstituted triazenes can exist in two tautomeric
forms (RNdN-NHR′ h RHN-NdNR′), and protonation and
deprotonation processes can give rise to cis-trans isomerization
and a variety of decomposition products.

Given the interest and versatility of triazenes, and the scarcity,
or even absence, of theoretical studies that explicitly include
solvent effects, we carried out a theoretical study of the 1,3-
proton transfer intrans-triazene (HNdN-NH2 h H2N-Nd
NH), both in vacuo and in aqueous solution. This tautomery is
essential for some isomerization processes and can be reasonably
expected to be favored by the solvent.

Two mechanisms were considered, represented in Figure 1.
The first is a unimolecular process, where one of the protons
moves from N3 to N1. The second is a bimolecular process:
after the creation of a triazene-water complex, proton inter-
change occurs between them. For both processes, reactants and
transition state structures were optimized in gas phase and in
solution, and the free-energy difference between them was
evaluated.

Additionally, a study of the dynamical trajectories for the
bimolecular reaction in solution was also performed in order to
gain further insight into the mechanism and the possible dynamic
solvent effects on this reaction. For this part of the study, a

combination of QM/MM methods was employed by using the
mean field approximation to obtain a representative structure
for the transition state, and then, starting from this structure,
running a simulation of the course of the reaction.

The rest of the paper is organized as follows. Section 2
describes the computational and theoretical methods used in this
work. Section 3 gives additional technical details about the
calculations. Section 4 presents the results and a discussion.
Finally, Section 5 presents the main conclusions.

2. Method

For the calculation of solvent effects, two methods were used.
First, a continuum method was applied, specifically the self-
consistent reaction field (SCRF) method developed in Nancy,14-17

with a cavity shape adapted to the solute and a multicenter
multipole expansion for the solute charge distribution.

The second method applied was ASEP/MD (averaged solvent
electrostatic potential from molecular dynamics), a QM/MM
method that uses the mean field approximation. This method
has been described in previous papers.18,19,20,21Here, we shall
present just a brief outline. For more details and schemes, the
reader is referred to said papers.

As mentioned above, ASEP/MD is a method combining QM
and MM techniques, with the particularity that QM and MD
calculations are alternated. During the MD simulations, the
geometry and charge distribution of all molecules is considered
as fixed. From the resulting data, the average electrostatic
potential generated by the solvent on the solute is obtained. This
potential is introduced as a perturbation into the solute’s
quantum mechanical Hamiltonian, and by solving the associated
Schrödinger equation, one gets a new charge distribution for
the solute, which is used in the next MD simulation. This
iterative process is repeated until the electron distribution of
the solute and the solvent structure around it are mutually
equilibrated.

The geometries of all species studied were optimized, both
in gas phase and in solution, with SCRF and ASEP/MD. In the
latter case, we used a technique described in previous work22,23
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based on the combination of ASEP/MD and the free-energy
gradient method. At each step of the ASEP/MD procedure, the
gradient and Hessian on the system’s free-energy surface can
be obtained, and so they can be used to search for stationary
points on this surface by some optimization method. After each
MD simulation, the solute geometry is optimized within the
fixed “average” solvent structure by using the free-energy
derivatives. In the next MD simulation, the new solute geometry
and charge distribution are used. This approach allows the
optimization of stable structures as well as transition structures.

The calculation of the free-energy differences was based on
an expression of the form of eq 1. In this equation,EQM is the
internal quantum mechanical energy of the solute,∆GQM/MM is
the contribution to the free-energy difference from the solute-
solvent interaction and is evaluated classically with the free-
energy perturbation (FEP) method,24-26 and V is the solute’s
vibrational and thermal contribution to the free-energy and is
evaluated with the harmonic approximation. Note that, techni-
cally, because the simulations are performed at constant volume,
we calculated the Helmholtz free-energy∆AQM/MM instead of
the Gibbs free energy∆GQM/MM; however, given the low
compressibility of aqueous solutions, these two quantities can
be safely equated in this system. This procedure has been
satisfactorily applied in previous ASEP/MD studies.23,27,28

The reaction dynamics for the bimolecular process was studied
by using the “rare event” approach. For reactions with an
activation energy significantly larger than thermal fluctuations
(aroundkT), the probability of finding a reactive event in a direct
simulation is extremely low, and the process is impractical. The
rare event approach29-31 starts the simulations from the transition
state structure and lets the system evolve backward and forward
in time. This is a way to consider only the events that eventually
reach the transition state.

Reaction trajectories were simulated with the DFMM method
developed in Nancy.32-35 This is a QM/MM method that does
not make use of the mean field approximation, but performs a
quantum mechanical calculation for each step of a molecular
dynamics simulation in which the solute molecule is treated at
the quantum level, while solvent molecules are represented with
molecular mechanics potentials. This approach allows the study
of the solvent effects on the internal dynamics of the solute
molecule as well as its electronic structure. In particular, it
provides a way to examine the relaxation of the solute structure
from the transition state to products (or reactants if run
backward). The method has previously been applied to this kind
of study,36,37 and good agreement has been found between
ASEP/MD and DFMM results when comparable.22,38Here, we
show a possible combination of the two methods.

3. Computational Details

Quantum mechanical calculations for the ASEP/MD method
were performed with the Gaussian 9839 package, while the
SCRF method was applied with a modified version40 of
Gaussian 03.41 For the DFMM quantum mechanical calculations,
deMon42,43was used. Except when otherwise noted, all calcula-
tions were made using DFT with the BP86 functional44,45 and
a basis set of triple-ú quality (contraction 7111/411/1 for NCO
and 411/1 for H) optimized for use with the deMon program
(we will call this basis set B1). This level of calculation was
chosen because it allows the easiest exchange between the
ASEP/MD and DFMM programs. Atomic charges for the solute
were calculated with the CHELPG method.46 Stable structures
and transition structures were optimized with the RFO and
P-RFO methods,47-49 respectively.

The SCRF method was applied, as mentioned above, with a
multicenter multipole expansion (up tol ) 4) for the solute
and a cavity adapted to the solute’s shape. Two cavity sizes
were used, one in which Bondi atomic radii50 were multiplied

Figure 1. Two studied processes. Above: unimolecular proton shift. Below: bimolecular proton exchange with the formation of an intermediate
hydrogen-bonded complex (CMP). Note that both processes are symmetric

∆G ) ∆EQM + ∆GQM/MM + ∆V (1)
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by a factorf ) 1.30 (the default size) and the other withf )
0.98 (similar to the PCM default size). A dielectric constant of
78.39 was used in all cases.

For the molecular dynamics simulations, 215 TIP3P water
molecules51 were included in addition to the solute; OPLS52,53

Lennard-Jones parameters were used for triazene. The simula-
tions were done for a cubic cell of 18.7 Å side length with
periodic boundary conditions. A time-step of 0.5 fs was used
and the temperature set at 298 K with a Nose´-Hoover
thermostat.54,55 Intermolecular interactions were truncated at
9 Å and long-range electrostatic interactions were evaluated with
the Ewald method.56 Moldy57 was used for the simulations,
which were run for 25 ps of equilibration and 50 ps of
production.

The FEP calculations were done with a total of 19 intermedi-
ate states for the solute, i.e., an increment inλ, the perturbation
parameter, of 0.05. These intermediate states were defined by
simple linear interpolation of geometries, atomic charges, and
Lennard-Jones parameters between initial and final states.
When one of the states corresponded to the separated reactants,
they were placed 6 Å apart and a value of 0.025 for∆λ was
used instead (39 intermediate states).

For the simulation of the reaction trajectories in solution, the
DFMM program was used. To improve the convergence of the
integrations, all hydrogen nuclei in the solute were replaced by
deuterium nuclei. The starting configurations for the trajectories
were picked from a 500 ps classical MD simulation, keeping
the solute rigid in the ASEP/MD optimized TS2 geometry; a
total of 50 trajectories were simulated. For each of these
trajectories, 0.5 ps were run both forward and backward in time,
with a time step of 0.2 fs; by joining these two branches, the
complete trajectory was obtained.

The set of initial configurations chosen are a good sample
for the solvent distribution around the solute and for the initial
velocities of solvent molecules, but because they were picked
from a simulation with rigid solute, all the solute internal degrees
of freedom have zero initial velocity. To generate a more
realistic sample of these velocities, random values were picked
in the following way:

(1) The Hessian matrix calculated in solution with ASEP/
MD was diagonalized, and the vibrational modes and frequen-
cies were obtained; translational and rotational modes were
discarded, and the transition mode was identified (characterized
by a negative force constant).

(2) The transition mode was assigned a random kinetic energy
in each initial configuration, following a Maxwell-Boltzmann
distribution: the probability of having a given energyE is
proportional to exp(-E/kT). The direction for the corresponding
velocity was constant in all configurations.

(3) Each of the vibrational modes was assigned a kinetic
energyEi ) (1/4)hνi, with νi being the harmonic frequency of
that mode. This energy corresponds to the average kinetic energy
of a harmonic oscillator of the same frequency. The direction
(sign) of each vibration was chosen randomly.

This last point merits a few extra comments. On one hand,
one should note that the kinetic energy of a harmonic oscillator
at its equilibrium geometry is1/2hν (classical limit). On the other
hand, the optimized transition state in solution represents a
stationary point (actually a saddle point of first order) with
respect to a thermodynamic average over solvent configurations.
However, for a specific solvent configuration, such a TS
geometry does not correspond to a rigorous saddle point, but
to some thermal fluctuation around it. Accordingly, the kinetic
energy associated with vibrational modes (other than the reaction

coordinate) should lie below1/2hν, and on average, one may
consider that this kinetic energy will be close to the mean kinetic
energy of a harmonic oscillator over a whole period,1/4hν.

4. Results and Discussion

In this section, we present the results obtained for the
geometries and free-energy differences of the species studied,
both in gas phase and in aqueous solution. Finally, the reaction
dynamics results are also discussed.

4.1. Gas Phase.The geometries of all five species shown in
Figure 1 were optimized in vacuo by using the default options
in Gaussian. The number of negative force constants in the
Hessian matrix confirmed the nature of stable structures or
transition states in each case. The optimized symmetries agree
with those reported by Pye et al.13 Some of the most important
geometric parameters are given in Tables 1-4. Note that values
for distances and angles are given within 0.001 Å and 0.1° for
comparative purposes with related calculations. However,
considering the approximations made, the absolute errors in
computed geometries are expected to be a little larger.

Zero-point energies and entropy corrections were also cal-
culated for all species, so that the reaction (or activation) free
energy for different processes could be obtained. These energy
differences are given in Table 5. As can be seen, the direct
unimolecular 1,3-hydrogen shift is highly unfavorable in gas
phase, with an activation free energy of more than 30 kcal/
mol. The bimolecular path, however, seems to be much
shallower, giving a total activation barrier (from free reactants
to transition state) of around 10 kcal/mol. The formation of the
triazene-water complex from free reactants occurs almost
without free-energy change; the enthalpy and entropy variations
cancel out.

TABLE 1: Some Geometric and Electrostatic Parameters
for the Triazene Molecule Optimized in Vacuo and in
Solution with Two Methods (and Two Cavity Sizes for
SCRF)a

SCRF

in vacuo f ) 1.30 f ) 0.98 ASEP/MD

N1dN2 1.271 1.275 1.279 1.287
N2-N3 1.354 1.345 1.331 1.322
N3-H5 1.016 1.017 1.018 1.020
N3-H6 1.028 1.027 1.027 1.031
N1dN2-N3-H5 159.0 160.8 163.3 179.3
N1dN2-N3-H6 16.2 16.1 14.4 0.6
q(N1) -0.398 -0.469 -0.613 -0.636
q(N3) -0.387 -0.384 -0.331 -0.128
µ 1.70 2.25 2.98 2.96

a Distances in Å, angles in deg, charges ine, and dipole moments
in D.

TABLE 2: Some Geometric and Electrostatic Parameters
for the Triazene-Water Complex (CMP) Optimized in
Vacuo and in Solution with Two Methods (and Two Cavity
Sizes for SCRF)a

SCRF

in vacuo f ) 1.30 f ) 0.98 ASEP/MD

N1-H4 1.031 1.030 1.030 1.033
N3-H5 1.013 1.015 1.016 1.023
N1‚‚‚H9 1.855 1.805 1.768 1.713
O7‚‚‚H6 1.962 2.077 3.425 3.102
O7-H8 0.974 0.975 0.976 0.989
N1dN2-N3-H6 7.7 10.2 9.9 0.8
q(O7) -0.682 -0.800 -0.965 -0.958
q(H8) 0.355 0.425 0.490 0.479

a Distances in Å, angles in deg, and charges ine.
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The energy differences reported by Pye et al.13 for the same
processes are between 8 and 9 kcal/mol higher than those found
here. To ascertain the source of these discrepancies, we carried
out new optimizations and free-energy calculations at different
quantum mechanical levels. The results of these tests are given
in Table 6. From these results, one can see that the effect of
the basis set is small, raising the activation energies by between
1 and 2 kcal/mol; replacing the BP86 functional by the hybrid
B3LYP functional58,59 gives rise to a much greater increase.
The possible effect on the optimized geometry is minimal, as
an MP2 calculation on the BP86/B1 geometry yields almost

the same results as those of Pye et al. It can thus be concluded
that the main source for the disagreements in the activation
energies is the use of the BP86 functional, and the introduction
of a hybrid functional like B3LYP improves the results.
However, it is currently not possible to use hybrid functionals
with the DFMM program, and it was preferred to keep the same
functional in all the calculations, especially because the errors
seem to be systematic, and in any case, the catalytic effect of
a water molecule was evaluated at between 22 and 23 kcal/
mol.

4.2. Aqueous Solution.All five species were also optimized
in solution by using the SCRF continuum method and ASEP/
MD. In comparison, with the in vacuo structure, the triazene
molecule (Table 1) presents a longer double NdN bond and a
shorter N-N bond in solution, and the difference is larger with
ASEP/MD than with SCRF (in which case, it is larger with a
smaller cavity, as expected). N-H bonds are slightly lengthened
with ASEP/MD, but undergo negligible change with SCRF.
Another key difference is that ASEP/MD, unlike SCRF and the
gas-phase calculations, predicts an almost planar structure for
triazene in solution.

Changes in the water molecule are not discussed here. The
results agree basically with previous similar studies.22,32 There
is little variation in the geometry, but a major increase in the
dipole moment.

For the triazene-water complex (called CMP here, Table 2),
the main change when going from the gas phase to aqueous
solution is the breaking of the O‚‚‚H6 hydrogen bond and the
shortening of the N1‚‚‚H9 one, which becomes the only link
between the two molecules. A slight stretch of the O-H and
N-H bonds not involved in the intermolecular interaction is
observed with ASEP/MD. Again, this method predicts a planar
structure for triazene, while SCRF gives a pyramidal N3 that is
even more pronounced than in vacuo. As for the atomic charges,
the most important effect is the polarization of the water
molecule, especially in the O-H8 bond.

In this case, the smaller SCRF cavity does not give results
closer to ASEP/MD. The larger cavity provides reasonably close
results, but the O‚‚‚H6 bond is not so clearly broken; the smaller
cavity gives a totally different orientation for the water molecule,
with H6 and H8 almost face to face, as can be seen in Figure
2. This result illustrates one of the limitations of continuum
methods, i.e., the strong influence of the cavity characteristics
(that cannot be defined unambiguously) on the equilibrium
properties of the solute, especially when weak bonds are
involved, as in the present case.

For the unimolecular transition state, TS1 (Table 3), changes
from vacuum to solution are minimal, but still somewhat greater
with ASEP/MD, which does not predict a planar molecule in
this case. Atomic charges are lower than in the triazene, which
suggests a lower stabilization for the transition state and an
increase in activation energy.

For the bimolecular transition state, TS (Table 4), larger
changes are observed. Most conspicuously, there is a shortening
of N-N bonds and of N-H bonds involved in the reaction
(by 0.125 Å), as well as a lengthening of all the O-H bonds
(by 0.240 Å for these same H atoms). There is an increase of
almost 0.5e in the negative atomic charge on the O, and also
an increase in the positive charge on the different H atoms.
SCRF with the smaller cavity again gives similar results. The
overall effect points to the formation of an ion pair between
the protonated triazene N3H4

+ and the hydroxyl anion OH-.
This major charge separation when going to the aqueous solution

TABLE 3: Some Geometric and Electrostatic Parameters
for the Unimolecular Transition State (TS1) Optimized in
Vacuo and in Solution with Two Methods (and Two Cavity
Sizes for SCRF)a

SCRF

in vacuo f ) 1.30 f ) 0.98 ASEP/MD

N1-N2 1.310 1.311 1.311 1.310
N1-H4 1.027 1.027 1.029 1.033
N1‚‚‚H6 1.365 1.366 1.368 1.369
H4-N1-N2-N3 162.6 161.3 159.1 164.1
q(N1) -0.258 -0.269 -0.285 -0.285
q(N2) -0.130 -0.154 -0.200 -0.172
q(H4) 0.260 0.282 0.315 0.306
µ 0.07 0.10 0.23 0.10

a Distances in Å, angles in deg, charges ine, and dipole moments
in D

TABLE 4: Some Geometric and Electrostatic Parameters
for the Bimolecular Transition State (TS2) Optimized in
Vacuo and in Solution with Two Methods (and Two Cavity
Sizes for SCRF)a

SCRF

in vacuo f ) 1.30 f ) 0.98 ASEP/MD

N1-N2 1.307 1.305 1.297 1.297
N1-H4 1.021 1.020 1.019 1.027
N1‚‚‚H9 1.227 1.175 1.101 1.102
O7‚‚‚H9 1.305 1.385 1.560 1.545
O7-H8 0.975 0.976 0.977 0.985
N2-N1‚‚‚H9 112.7 113.5 115.7 116.1
q(O7) -0.772 -0.962 -1.238 -1.255
q(H8) 0.367 0.411 0.446 0.489
q(H9) 0.228 0.267 0.308 0.302
µ 1.94 3.17 5.83 5.15

a Distances in Å, angles in deg, charges ine, and dipole moments
in D.

TABLE 5: In Vacuo Free-Energy Differences for Several
Processes (in kcal/mol)a

process ∆G

N3H3 f TS1 32.03
N3H3 + H2O f CMP 0.86
CMP f TS2 9.21
N3H3 + H2O f TS2b 10.07

a TS1, TS2 and CMP refer to the structures in Figure 1.b The sum
of the two previous processes.

TABLE 6: In Vacuo Activation Free Energies, in kcal/mol,
for the Two Studied Reactions Calculated at Different
Levelsa

quantum level N3H3 f TS1 N3H3 + H2O f TS2

BP86/B1 32.03 10.07
BP86/6-31+G* 34.03 11.46
B3LYP/B1 37.62 16.24
MP2/B1//BP86/B1 39.92 17.73
MP2/6-31+G*13 41.37 18.36

a B1 is the basis set used in this work.
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makes it reasonable to assume a decrease of activation energy
compared to the gas phase.

Once all the structures were optimized in solution, the
corresponding free-energy differences were calculated, and the
results are given in Table 7. The unimolecular reaction, with
no direct intervention of water molecules, has in all cases a
very high activation energy, more than 30 kcal/mol. All the
different methods predict an increase in this energy of between
1.9 and 5.4 kcal/mol with respect to the in vacuo value. ASEP/
MD provides a reason for this increase: mainly the loss of
favorable solute-solvent interactions, reflected in a positive and
significant∆qGQM/MM term (6.1 kcal/mol).

The participation of a water molecule clearly favors the proton
shift. As previously seen, in gas phase, the activation energy is
reduced to around 10 kcal/mol. In solution, the situation is more
complicated. Although the free-energy difference between the
free reactants and the complex has been calculated, it is not
clear what its physical sense is in a case like this, where one of
the reactants is the solvent. The usual approach of considering
the reactants infinitely apart is not realistic when there is always
a solvent molecule, one of the reactants, near the other reactant.
Hence, it is not easy to define the “starting point” for a reaction
like this one, but it is probably more appropriate to take the
energy of the CMPf TS2 process as the activation free energy
in solution, particularly because, as noted above, the optimized
complex in solution is more similar to the reactants, with a single
hydrogen bond.

Accepting this as a valid approximation, the activation free
energy for the solvent-assisted proton shift according to the
ASEP/MD method is 5.46 kcal/mol, almost1/2 of the in vacuo
activation energy. The SCRF results are, as was seen above,
dependent on the cavity size. The variation with respect to the
gas phase is smaller, and even the sign is not clear; relative to
the in vacuo value, the larger cavity gives a lower activation
energy, while the smaller cavity gives a higher activation energy.
Most of the decrease in activation energy observed with ASEP/
MD is due the∆qGQM/MM term, which in this case is negative.
This is consistent with the high degree of charge separation
found for TS2, making the interaction with the rest of the solvent
more favorable for the transition state than for the complex.

As noted above, the theoretical calculation could be under-
estimated by roughly 8 kcal/mol due to the use of the BP86
density functional. In other words, one may expect an activation
free-energy barrier of about 13 kcal/mol. There is at least one
experimental measurement of proton shift rate constants in
triazenes. Smith et al.8 determined, from the widening in NMR
signals, the tautomerization constants for a series of alkyltria-
zenes in methanol at 295 K, obtaining values of from 8.5 s-1

for 1-methyl-3-tert-butyltriazene to 2040 s-1 for 1-methyl-3-
ethyltriazene. These rate constants correspond to activation
energies ranging between 16.0 and 12.8 kcal/mol, according to
transition state theory. Obviously, these values cannot be directly
compared to that obtained theoretically because they were
determined for different systems (alkyltriazenes in methanol
instead of triazene in water). Besides, other processes, not
considered in the calculations, could play a role in the
experimental measurements. Nevertheless, the order of magni-
tude of the estimated activation energy is correct.

4.3. Reaction Trajectories.A dynamical study was carried
out for the bimolecular reaction in solution with the DFMM
method and the conditions detailed above. A total of 50
trajectories were simulated, all of them starting with the same
solute structure (TS2 optimized with ASEP/MD), but with
different solvent distribution and initial velocities. The initial
velocities in the transition mode are always directed toward the
product state, which was arbitrarily defined as the one where
H6 belongs to the water molecule. Of these 50 trajectories, 31
(62%) were found to be reactive (there was a proton exchange)
and 19 (38%) nonreactive. Nonreactive trajectories included 11
reactantsf reactants and 8 productsf products. We identified
a correlation between the initial kinetic energy in the transition
mode and the trajectory type. Thus, the average initial kinetic
energy for reactive trajectories is 0.76 kcal/mol, whereas for
nonreactive trajectories, it is 0.27 kcal/mol. This is an average
result, but one should keep in mind that some reactive
trajectories have a small initial energy, and similarly, some
nonreactive trajectories have large energy values. Nonetheless,
of the 12 trajectories with energy higher than 1.0 kcal/mol, 10
were reactive.

With these data, the classical transmission coefficientκ

(disregarding the tunneling effect) can be evaluated through eq
2,60,61 whereVi is the initial velocity in the transition mode of
each trajectory, andδi is a factor equal to 1 for reactive
trajectories and equal to 0 for nonreactive ones.

In this way, a value of 0.73 is obtained forκ that indicates the
existence of significant dynamical effects.

Figure 2. Optimized geometries for the triazene-water complex in vacuo and in solution, with two different methods. H8 is significantly out-
of-plane in the two leftmost structures.

TABLE 7: Free-Energy Differences in Solution for Several
Processes, in kcal/mol, Calculated with Two Methods (and
Two Cavity sizes for SCRF)a

SCRF ASEP/MD

process f ) 1.30 f ) 0.98 ∆G ∆GQM/MM

N3H3 f TS1 33.93 37.39 34.91 6.13
N3H3 + H2O f CMP 4.72 7.95 6.66 0.63
CMP f TS2 8.86 11.40 5.46 -8.09

a For ASEP/MD, the solute-solvent contribution,∆GQM/MM, is also
shown (see eq 1).

κ )
∑Viδi

∑Vi

(2)
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Figure 3 shows examples of the three different kinds of
trajectories computed. The evolution of the N3-H6 distance
with time is represented. Timet ) 0 corresponds to the initial
configuration (TS2 structure), so that each trajectory extends
to negative and positive times. In the reactive trajectory, the
N3-H6 distance increases from 1.0 Å on the reactant side
(negative time) up to a typical H-bond distance on the product
side (positive time). The bond length begins to increase slightly
before reaching the TS (35 fs) and continues to increase after
crossing it to reach a maximum value of around 2.3 Å at about
250 fs. For nonreactive trajectories (either reactantsf reactants
or productsf products), one may remark that the N3-H6
distance remains close to its value in the TS roughly fromt )
-30 fs to t ) +30 fs.

Because the simulated trajectories are started at the transition
structure, it is interesting to look at the fate of the ancillary
water molecule in reaching the reactant and product regions.
In particular, one might ask whether it remains hydrogen-bonded
to triazene or moves rapidly into the bulk. The example
displayed in Figure 4a illustrates a trajectory in which the water
molecule forms a hydrogen bond on the reactant side but not
on the product side. Considering the total number of 100
semitrajectories computed in our study and looking at the values
of the N-H distances att ) +0.5 ps andt ) -0.5 ps, one
finds that only 13 semitrajectories show a clear separation

between triazene and water. These results confirm that the
hydrogen bond between triazene and water is rather stable and
support the idea of taking the triazene-water complex as the
reference state for free-energy calculations in solution.

Another striking feature in the simulated trajectories is the
existence, in many cases, of a significant time interval during
which the chemical system’s structure resembles that of the
transition state. This can be observed in Figure 4b. As shown,
the curve corresponds to a nonreactive trajectory in which the
N1-H9 and N3-H6 distances oscillate around 1.1 Å for almost
300 fs. Most trajectories exhibit this kind of behavior, although
the corresponding time interval may vary substantially. The
average length of the interval is around 85 fs, corresponding to
5-6 N-H bond vibrational periods. Note that there are a few
trajectories displaying an almost instantaneous process for which
this interval is negligible. In Figure 5, we plot the length of
this interval versus the kinetic energy assigned to the transition
mode for the trajectory. There is no clear relationship between
the two quantities, but the analysis of the results shows two
main trends: (1) trajectories with a higher energy present smaller
persistence intervals, and (2) trajectories with a short persistence
interval are often reactive.

The magnitude of the average transition structure lifetime is
another manifestation of nonequilibrium solvent effects on the
reaction course. The chemical system may be “trapped” at the
transition structure so that some solvent reorganization may be
required for the system to evolve toward reactants or products.
When this occurs, the initial solvated solute structure can be
depicted as a metastable state rather than as a saddle point
structure. In fact, from the 50 initial configurations considered,
only 22 show a negative force constant for the solute (calculated
at the QM/MM level). However, although the average TS
lifetime is smaller for those trajectories having an initial negative
force constant (65 fs vs 99.5 fs for trajectories having positive
force constants only), no clear correlation was found between
these two properties. A more detailed analysis would need to
take into account not only the sign of the initial force constants,
but also the velocities of the atoms in the system.

5. Conclusions

In this work we have studied a reaction in solution with the
combination of two QM/MM methods, ASEP/MD and DFMM,
which were shown to be quite complementary. With ASEP/
MD, average structural and thermodynamic properties can easily
be obtained, while DFMM allows a detailed examination of the
dynamical behavior of the system. Moreover, the transfer of
results between these methods is straightforward given their
technical similarity.

Regarding the particular system studied, some conclusions
can be drawn. First, it is clear that the participation of a water

Figure 3. Evolution of the N3-H6 distance in three kinds of
trajectories: (s) reactantsf products; (- - -) reactantsf reactants;
(- ‚ -) productsf products.

Figure 4. Example trajectories: (s) N3-H6 distance; (- - -) N1-H9
distance.

Figure 5. Approximate persistence time of the transition structure
versus the initial energy in the transition mode. (×): reactive
trajectories. (O): nonreactive trajectories.
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molecule in the proton-shifting process significantly decreases
the activation energy and the overall effect of the solvent is
somewhat lower, but still important. Second, in aqueous
solution, a structure with a strong charge separation is favored
in the transition state, which points to a possible preference for
a stepwise mechanism instead of the more concerted mechanism
of the present study. Third, the calculated value for the
transmission coefficientκ (about 0.7), together with the
persistence of the transition structure in many cases, indicates
the importance of dynamical solvent effects in this reaction.

Finally, it should be noted that, to make the present study
more complete, further investigation of other possible mecha-
nisms (especially protonation and deprotonation) and a better
treatment of other factors such as tunneling would be needed.
However, in this work, we have described a valid way to
combine these two different methods for the study of chemical
reactions in solution, which was our primary goal.
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