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The low-lying excited states of a solution in alcohol of a five-double-bond model of the rhodopsin protein
chromophore, the protonated 11-cis-retinal Schiff base (PSB11), are studied theoretically. We combine a
multireference perturbational treatment in the description of the solute molecule with molecular dynamics
calculations in the description of the solvent. The geometry, charge distribution, and electronic spectra are
strongly influenced by the solvent. The solvent shift values show a marked dependence on the use of relaxed
geometries in solution and on the nature of the states involved in the excitation process. The dynamic correlation
has a strong effect on the order of the excited states. In solution, the first two excited states almost become
degenerate.

I. Introduction

Rhodopsin is a membrane protein located in rod dishes of
vertebrates. Rod cells are responsible for the capacity for low
light intensity vision. Rhodopsin contains a chromophore, 11-
cis-retinal, bound to opsin through a Schiff base linkage with a
lysine residue. With the absorption of one photon, rhodopsin
undergoes isomerization of the 11-cis-retinal to the all-trans form
in a very fast process that takes less than 200 fs.1,2 This triggers
the vision process. Even if, a priori, any double bond would be
suitable to isomerize, the isomerization in rhodopsin only takes
place around the C11-C12 double bond. This selectivity has
its roots in the interactions between the chromophore and the
protein pocket. These interactions are also responsible for the
different absorptions that the same chromophore shows in
different environments. Thus, the protonated 11-cis-retinal Schiff
base chromophore of rhodopsin (PSB11) absorbs at 498 nm,
whereas the same chromophore in bright light sensitive cone
pigments absorbs between 360 and 600 nm. The interaction of
the chromophore with the protein is also different from what
occurs inside a solvent. For instance, the PSB11 absorption in
methanol has been estimated3 to be at 442 nm, showing a 50
nm blue shift from the natural situation. In addition, it has been
observed that in methanol the isomerization process is 2 orders
of magnitude slower, taking 10 ps for the transformation to the
all-trans isomer.4 In this case a transient fluorescent state is
formed with a 3 psfluorescence lifetime, whereas inside the
protein this state fluoresces only for 50-60 fs.5,6

Precise knowledge of the behavior of these processes has long
come predominantly from experiment, since theoretical chem-
istry did not have the required tools. The first theoretical studies
were semiempirical and were performed before the crystal-
lographic structure of rhodopsin was available.7-10 A few years
ago, the X-ray crystal structure of bovine rhodopsin11,12became
available at a 2.8 Å resolution, giving one the opportunity to
look inside the real isomerization mechanism and locate the
residues and interactions that determine the isomerization
process. Given that the first step of the isomerization process

is the absorption of a photon, there is growing interest in the
theoretical description of the electronic excitation of the
S0 f S1 transition and in the characterization of the chromo-
phore geometry and its movements in vacuo, in solution, and
inside the protein pocket.13-27 Various studies28-30 have shown
that highly accurate quantum methods, such as complete active
space with second-order perturbation theory (CASPT2) or
second-order multireference perturbation theory (MRPT2), and
very precise geometrical parameters must be used if one wants
to obtain an adequate description of the chromophore spectra.
Experimentally, a recent study of Andersen et al.31 has provided
the position of the absorption band of the retinal protonated
Schiff base (PSB) in vacuo (610 nm). This information, together
with the absorption data in different solvents3, has for the first
time provided accurate data about the magnitude of the solvent
shift.

Our study is a first step toward understanding the spectra
and isomerization process of PSB11 in methanol solution. We
focus on the first event of the photochemical process, i.e., the
vertical transition to the first excited states of a PSB model,
taking into account interactions and conformational changes
originated by the solvent. We shall describe the isomerization
process in a later paper. Given the considerable chromophore
size, if one wants to perform accurate calculations, such as with
CASPT2//CASSCF or CASPT2//MP2 protocols (geometry
optimization at the CASSCF or MP2 level and energy calcula-
tion at the CASPT2 level), it is customary to use reduced
chromophore models. In our case, we use the tEtZtEt-nona-
2,4,6,8-tetraenimine cation (Figure 1), which reproduces the
most important structural features of the real system. In
particular we address the solvent’s influence on the solute
geometry, transition energy, and nature of the states involved.
Effects of the calculation level on the geometry and properties
of the system are also analyzed. A few studies of similar
chromophores in the presence of methanol can be found in the
literature. For instance, Gao et al.32 performed a detailed study
of the opsin shift for the bacteriorhodopsin chromophore, making
CIS/3-21 QM/MM calculations for the study of the chromophore
in methanol solution. Andrunio´w et al.33 used a higher level of
ab initio calculation (CASPT2//CASSCF) to describe PSB11
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in the presence of an optimized methanol cluster. Only one
solvent configuration is considered, and as a consequence,
thermal and entropic contributions are not taken into account.

The paper is organized as follows: Section II gives a
description of the averaged solvent electrostatic potential from
molecular dynamics (ASEP/MD) method and its main charac-
teristics. Section III outlines the computational details of the
calculations. Section IV reports the most significant results
obtained in the study, and finally section V gives a summary
and the conclusions.

II. Method

The solvent effects were taken into account using the ASEP/
MD method. This is a quantum mechanics/molecular mechanics
(QM/MM) method that makes use of the mean field approxima-
tion. Its main characteristics have been described elsewhere.34-38

Here, we shall detail only those points pertinent to the current
study.

The determination of solvent shifts with the ASEP/MD
method involves two self-consistent processes. In the first, the
solvent structure and the charge distribution and geometry of
the solute become mutually equilibrated. In the second, the
solvent electron polarization responds to the changes in the
solute charge distribution originating from the electron transition.

To obtain the energy and wave function of the solute and
the solvent structure around it, ASEP/MD combines QM and
MM techniques, with the particularity that full QM and MM
calculations are alternated and not simultaneous. During the MD
simulations, the solvent molecules are represented with rigid
intramolecular geometries so that no intramolecular force terms
are needed.

The solute wave function is obtained by solving the Shro¨d-
inger equation

with

and

where ĤQM/MM
vdw is the Hamiltonian for the van der Waals

interaction, in general being represented by a Lennard-Jones
potential, andVASEP(r) is the averaged electrostatic potential
generated by the solvent that in general depends on the solute
state and that can be represented through a set of point charges
{qi}. Technical details about the determination of the number,
position, and values of the charges can be found in refs 34-

35. Brackets indicate a statistical average over the solvent
configurationsX obtained in the MD calculation. Finally,F̂ is
the density charge operator of the solute.

The process finishes when convergence in the solute point
charges and in the solute energy is reached. The point charges
representing the chromophore molecule during the MD simula-
tion were obtained from the in solution solute molecule wave
function, eq 1, by using the charges from electrostatic potential,
grid (CHELPG) method.39,40 To optimize the geometry of the
molecule in solution we used a technique described in a previous
paper41 based on the use of the free-energy gradient method.42-44

When the interest is in studying electronic transitions, it
becomes necessary to perform an additional self-consistent
process during the calculation of the ASEP. The solvent structure
and solute geometry obtained in the first self-consistent process
are used to couple the quantum mechanical solute and the
electron polarization of the solvent. To this end, we assigned a
molecular polarizability to every methanol molecule, located
at its center of mass, and simultaneously replaced the effective
methanol charge distribution used in the MD calculation by the
ab initio gas-phase values of the solvent molecule (0.290498,
-0.690418, and 0.423032e for CH3, O, and alcoholic H,
respectively). The dipole moment induced on each solvent
molecule is a function of the dipole moments induced on the
rest of the molecules and of the solute charge distribution, and
hence the electrostatic equation has to be solved self-
consistently. The process finishes when convergence in the
solute and solvent charge distribution is reached. During the
electron transition we apply the Franck-Condon principle,
considering as fixed the solute geometry and the solvent
structure around it. However, the electron degrees of freedom
of the solvent are allowed to respond to the change in the solute
charge distribution.

The total energy of the system (quantum solute+ polarizable
solvent) is obtained as45,46

Here,q refers to the permanent charges of the solvent molecules,
p to the solvent-induced dipoles, andF is the solute charge
density. The last two terms in eq 4 are the distortion energies
of the solute and solvent, i.e., the energy spent in polarizing
them.

The different contributions are47

Figure 1. (a) 11-Cis isomer of the retinal protonated Schiff base
(PSB11). (b) M1 model tEtZtEt-nona-2,4,6,8-tetraenimine cation
(C9H10-NH2
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whereΨ andΨ0 are the in solution and in vacuo solute wave
functions, respectively, andVi

F and Vi
q are the electrostatic

potentials generated by the solute charge distribution and by
the permanent charges of the solvent, respectively. The electric
field generated by the solute, solvent permanent charges, and
solvent-induced dipoles are, respectively,EBi

F, EBi
q, andEBi

p. The
terms that involve the solute molecule are calculated quantum-
mechanically. The final expression for the total energy of the
system is

Once the solvation energy has been calculated for the ground
and excited states, the solvent shift can be obtained as the
difference

The termδqq cancels out because, in vertical transitions where
the Franck-Condon approximation is applicable, theUqq term
takes the same value in both the ground and the excited state;
i.e., the equilibrium solvent structure is only calculated for the
ground state. From a practical point of view that means that
the first self-consistent process (with or without geometry
optimization) is carried out just for the ground state. However,
the second cyclic process that permits the response of the
electron degrees of freedom of the solvent is carried out for
both the ground and the excited states.

III. Computational Details

The ASEP-MD method was used to study the1(π f π*)
transition in a five-double-bond model of the PSB11 of retinal.
The ground and excited states of the PSB11 model were
described using the complete active space self-consistent field
(CASSCF)48 level of theory. To improve the energy results, a
dynamic correlation energy was included with second-order
perturbation theory (CASPT2).49-50 All electrons of theπ
skeleton were included in the active space, which was spanned
by all the configurations arising from 10 valenceπ electrons in
10 orbitals (10e, 10o). In all calculations, the split-valence
6-31G* basis set was employed. This has been widely used in
studies of the photophysics of different models of PSB11.

The MD simulations were carried out using the program
MOLDY.51 This program considers the system to be an
assemblage of rigid molecules and employs a modification of
the Beeman algorithm proposed by Refson.52 The simulation
had one chromophore molecule and 630 methanol molecules
contained at a fixed intramolecular geometry in a cubic box of
35 Å. No counterion was included. Previous studies of Rajamani
and Gao32 and Röhrig et al.53 using chloride as a counterion
find that, because of the large dielectric screening effects of
methanol, the effect of the counterion on the structure and
spectra of the solvent is minimal. This has been corroborated
by experiments showing that the position of the chromophore
absorption band in polar solvents is not affected by the nature
of the counterion.54 The solute parameters were obtained by
combining Lennard-Jones interatomic interactions55 with elec-
trostatic interactions. Periodic boundary conditions were applied,
and spherical cutoffs were used to truncate the PSB11 model
and methanol interactions at 9 Å. The electrostatic interaction
was calculated with the Ewald method. The temperature was
fixed at 298 K using the Nose´-Hoover56 thermostat. Each
simulation was run for 150 000 time steps, where 50 000 were

for equilibration and 100 000 were for production. A time step
of 0.5 fs was used.

During the ASEP/MD cycle, the quantum calculations were
performed at the CASSCF or MP2 level of theory using the
GAUSSIAN98 package57 of programs. Once the solute-solvent
structure had been obtained, the electron transition was calcu-
lated at the CASSCF level (CASSCF//CASSCF and CASSCF//
MP2 calculations). However, it is known58 that to correctly
describe electron transitions in conjugated molecules one must
include the dynamic correlation contribution. Hence, once we
had obtained the solvent structure around the solute, we used
the CASPT2 method included in MOLCAS-559 to recalculate
the transition energies and solvent shift values (CASPT2//
CASSCF and CASPT2//MP2 calculations).

Independently of the level of the QM calculation, all ASEP/
MD calculations were run for 10 cycles. The final results were
obtained by averaging the last five ASEP/MD cycles (250 ps).

IV. Results

In Vacuo Study. In this section we shall present the results
for the first two transitions of the UV-vis spectra of the tEtZtEt-
nona-2,4,6,8-tetraenimine cation (C9H10-NH2

+). This cation,
hereafter termed M1, has been widely used as a model of PSB11
because it reproduces important structural features of the real
system, in particular, the 11-cis double bond of PSB11, the
polyeniminium residues (-CHdNH2

+), and the remaining
unsaturated chain with the exception of theâ-ionone ring
replaced by a hydrogen atom. With this model all the conjugated
double bonds of the aliphatic chain are included. As the PSB11
ionone ring inside the protein is highly twisted (ca. 60°) with
respect to the molecular plane,11 it is expected to show a smaller
conjugation with the rest of the polyene chain. In fact, M1
provides a model for a twisted (90°) PSB11 chromophore.

As a first step, the geometry of the system in the ground
state was optimized in vacuo at the CASSCF multiconfigura-
tional and MP2 levels of calculation. All geometrical variables
were allowed to relax.

In vacuo and at the CASSCF level, the molecule shows a
totally planar structure, and the intramolecular parameters are
in full agreement with other theoretical studies.60 Figure 2b
shows these parameters. As in similar oligomers, a clear
alternation can be seen between single and double bonds. The
bond length alternation (BLA) smooths out as the iminium
residue is approached. The BLA value, calculated as the sum
of all formal single-bond lengths minus the sum of all formal
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Figure 2. Geometry parameters for the in vacuo optimized geometries
(distances in Å): (a) MP2, (b) CASSCF.
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double-bond lengths, is 0.34 Å. The vertical transition1(π f
π*) from the relaxed ground state involves 3.55 eV at the
CASSCF//CASSCF level and 2.56 eV at the CASPT2//CASSCF
level (Table 3). Clearly, the inclusion of the dynamic correlation
component is compulsory if one wants to obtain an accurate
transition energy. Our results are almost coincident with those
obtained by Gonza´lez-Luque et al.61 who employed the same
model and level of calculations but a somewhat fuller basis set
that includes supplementary diffuse functions for a better
description of the Rydberg states.

Next, we repeated the estimation of the1(π f π*) vertical
transition energy at the CASSCF and CASPT2 levels but now
performing an MP2 geometry optimization of the M1 model
(CASSCF//MP2 and CASPT2//MP2 calculations, respectively).
The results showed that the MP2-optimized geometry is also a
totally planar structure but appreciably different from that
obtained at the CASSCF level. There are smaller differences
between single and double bonds (the BLA is 0.20 Å), and the
alternation between single and double bonds smooths out faster
than for the CASSCF geometry as the iminium residue is
approached (Figure 2a). This variation in geometry leads to an
energy difference of ca. 7 kcal/mol in the vertical transition
energy compared to the CASSCF-optimized geometry energy
(3.23 eV for CASSCF//MP2). At the CASPT2//MP2 level of
calculation, the vertical transition energy is 2.40 eV. These
results agree with those obtained by Schreiber and co-work-
ers62,63 who reported values of 3.30 and 2.45 eV for the same
transition at the CASSCF and CASPT2 levels of calculation.
Those authors used an almost planar B3LYP/6-31G** optimized
geometry and an active space of 10 electrons in 10π-orbitals
as well for the multiconfigurational calculation, performing state
averaging for the two states considered. (Our calculation refers,
unless otherwise specified, to pure root calculations, both in
vacuo and in solution.)

Although there are no experimental data for the UV-vis
absorption spectra of PSB11 in vacuo,66 a precise estimate of
the maximum’s position is possible. Recently, it has been
determined that the maximum of the band in the all-trans
photoproduct (PSBT) appears at 2.03 eV.31 High-level quantum
calculations (Cembran et al.28) of PSB11 and PSBT in vacuo
as well as experimental data in different solvents3 do not show
any significant differences between the absorption spectra of
PSB11 and PSBT. Hence one can assume that the maximum
of the absorption band of PSB11 must also be close to
2.03 eV. Taking this value as reference, it seems clear that the
CASPT2//MP2 calculation yields better values than CASPT2//
CASSCF. In fact, it is known that CASSCF geometries tend to
overestimate the BLA64 and that this factor has a significant
influence on the S1 vertical excitation energy, a fact previously
noted by Hufen et al.29 Our best CASPT2//MP2 calculation
overestimates the transition energy by about 0.37 eV due
probably to the absence of theâ-ionone ring in the model. In
fact, this difference is consistent with the hypsochromic shift
of 0.3 eV estimated by Wanko et al.30 when theâ-ionone ring
of the complete chromophore is forced to have a torsion angle
of 90° with respect to the original in vacuo torsion of 33°
calculated at the B3LYP level.

Another point to consider is the nature of the electron states
involved in the vertical transition. It is common to identify the
first and second excited states in PSBs as 1Bu-like and 2Ag-
like, or ionic and covalent states, respectively. The calculated
oscillator strength for the S0 f S1 in vacuo transition was 1.15.
This high value indicates that the transition was to an allowed
1Bu-like excited state.

In Figure 3, the charge distribution representation for the S0

and S1 states calculated with CHELPG at the CASSCF level
with CASSCF- and MP2-optimized geometries allows one to
analyze the chromophore electron distribution and also the
nature of their wave functions. As one can see, S0 shows an
electron deficit located mainly in the C7-N chain fragment and
more specifically in the C9-N bond. On the contrary, in S1
there is no such marked charge location, with its distribution
being smoother. During the excitation, almost 40% of the
positive charge moves from its position in S0 to the backbone
chain. As a conclusion, it can be noted that, in vacuo, S0 is a
charge-localized state, while S1 has the charge distributed along
the skeleton. These results agree with the situation in polyenes
where, using valence bond terms, the ground state corresponds
to a dot-dot (covalent) state while the in vacuo first excited
state corresponds to a hole-pair (ionic) excitation. Given that
S0 and S1 present two very different distributions, a notable
dipole moment difference can also be expected. This difference
was estimated at 12.20 or 12.80 D at the CASSCF or MP2 levels
of optimization, respectively (Table 1). The ground state has
the largest dipole moment because of its positive charge
accumulated in the C7-N fragment. Gonza´lez-Luque et al.61

obtained similar results in studying the S0 and S1 (at the FC
point) charge distribution in a similar chromophore model and
in vacuo conditions (14.0 D).

Finally we estimated the S0 f S2 transition energy to be 4.13
or 3.16 eV at the CASSCF//MP2 and CASPT2//MP2 levels,
respectively, the value of the dipole moment of S2 being
9.10 D. The calculated oscillator strength for the in vacuo
transition from S0 to S2 was 0.09. This value indicates that this
in vacuo transition is to an optically forbidden state, where the
charge is mainly localized in the C7-N fragment. Both ground
and second excited states can be considered to be covalent or
charge-localized states.

In Solution Study. In this section we shall present the results
for the solvent influence on the two lowest vertical transitions

Figure 3. CASSCF calculated electronic charge distribution for the
ground and first excited states optimized in a vacuum at the MP2 and
CASSCF levels.

TABLE 1: In Vacuo Dipole Moments (D) and in Solution
Dipole Moment Increments (D) for the Ground State and
the Ionic and Covalent Excited States Calculated at the
CASSCF Level

geometry S0a ionica covalenta
∆µ

(S0)b
∆µ

(ionic)b
∆µ

(covalent)b

CASSCF(vac) 13.9 1.7 11.2
CASSCF(sol) 5.1 8.8 5.9
MP2(vac) 13.7 0.9 10.0 5.9 5.5 9.05
MP2(sol) 5.7 8.5 10.0

a In vacuo.b In solution.
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of the M1 model for the PSB11 cation. For the second excited
state the state average option was selected, giving equal weight
to the two upper roots to avoid convergence problems. Multistate
CASPT2 calculations were performed to correct the energies
by including the effect of the dynamical correlation. No
differences were found with the CASPT2 results, so hereafter
this kind of improvement will be referred to as the CASPT2
calculations.

We begin with the analysis of the geometric changes induced
by the solvent on the ground state (Figure 4). As expected,
interaction with the solvent causes some variations in the C-C
bond lengths in comparison with the bond-length alternation in
vacuo: Double bonds become shorter, and single bonds become
longer. This trend is more evident as one approaches the Schiff
base nitrogen and when one uses CASSCF geometries. The BLA
values are now 0.39 and 0.29 Å at the CASSCF and MP2 levels,
respectively.

In the FC region and at the CASSCF//MP2 level of calcula-
tion, the solvent produces an inversion in the stability of the
two excited states from the in vacuo situation, with the so-called
covalent state becoming lower in energy. This is confirmed in
the value of the oscillator strength which is 0.01 for the S0-S1

transition and about 1.0 for the S1-S2 transition. A low value
of this magnitude indicates that the studied transition involves
states of similar nature that, as was concluded above from
studying the solute charge distribution in solution, locate the
positive charge mainly on the iminium residue. This was
corroborated by the dominant configuration participating in each
state, i.e., doubly excited for S1 and a highest occupied molecular
orbital-lowest unoccupied molecular orbital (HOMO-LUMO)
transition for S2. A similar inversion in the order of the exited
states has been found by Ferre´ et al.17 in a study of a similar
but methylated model in the presence of Glu113. The situation
changed when the energies are recomputed at the CASPT2 level.
In this case, the ionic state was again the lowest excited state,
with the two excited roots being very close in energy (Figure
6). Hence, to make the description of the in solution results
clearer, hereafter we will refer to the excited states as ionic
(HOMO-LUMO transition) and covalent (doubly excited
transition) states, corresponding to the 1Bu-like and 2Ag-like in
vacuo states, respectively.

As expected, the solvent tends to localize the positive charge
on the iminium residue. Figure 5 shows the in solution and in
vacuo CHELPG charges for the ground and two first excited
states of the M1 model, when the ground-state geometry was
optimized at the MP2 level of calculation. As one can see from

Table 1, the solvent perturbation increases the dipole moment
notably, by around 40% in the ground state. This result is
independent of the use of in vacuo or in solution optimized
geometries. In comparison to the ground state, excited states
undergo a much more dramatic increase in their dipole moments
as a consequence of the solvent’s influence. (The dipole
increments were calculated as the difference between the
corresponding dipolar components.) As can be observed in
Figure 5, the solvent favors charge-localized states, and for all
the states there exists an accumulation of positive charge on
the right side of the molecule when the solvent effect is taken
into account. This effect is estimated at around 18% for the
ground and ionic excited states and about 30% for the covalent
excited state.

The total value of the solvent shift and its different compo-
nents, calculated according to eq 7, for the transitions S0 f
ionic state and S0 f covalent state are given in Table 2. The
first column corresponds to the solvent shift due to the
electrostatic interaction between the solute charge distribution
and the permanent charges of the solvent. The second and third
columns correspond to the interaction between the induced
solvent dipoles and the solute charge distribution and permanent
solvent charges, respectively. The fourth column is the contribu-
tion of the solute distortion energy. The total solvent shift is
given in the last column. (CASPT2 values are included in
brackets.)

In the transition to the ionic excited state, the solvent shift
has a different predominant contribution depending on the kind
of calculation. This behavior is consistent with the charge

Figure 4. Geometry parameters for the in solution optimized geom-
etries (distances in Å): (a) MP2, (b) CASSCF.

Figure 5. Electronic charge distribution for the first excited states
optimized in solution at the MP2 level.

Figure 6. Computed CASSCF//MP2(sol) and CASPT2//MP2(sol)
vertical electronic transitions for the ionic and covalent low-lying
excited states.

18068 J. Phys. Chem. B, Vol. 110, No. 36, 2006 Muñoz Losa et al.



distribution changes that take place during the solvation process.
Thus, for the CASSCF//MP2(vac) calculation the largest
contribution comes from the solute-solvent electrostatic inter-
action, with the distortion component being somewhat lower
but also positive. In this case, the difference between the energy
costs for the polarization of the excited and ground states is
estimated at around 5.8 kcal/mol; i.e., the excited state distorts
its electron distribution to a greater extent than the ground state
given the proportionally greater increment of its dipole moment.
Consequently the energy spent in this distortion is greater for
the excited state. Nevertheless, due to the fact that the ground
and ionic excited states have very different dipole moments in
solution, their interaction energies with the solvent (mainly with
the solvent permanent charges) are also very different. For this
reason, the corresponding components make important contribu-
tions to the solvent shift. When the evolution of these
components is observed in Table 2, it can be noted that as one
moves toward the calculations where the in solution geometry
was allowed to relax and the ionic excited state dipole moment
became greater, there exists an inversion of the weight of the
contribution to the final solvent shift value. Taking into account
that the increment of the dipole moment for the ground state is
practically independent of the level of calculation, changes in
the value of the solvent shift components must be mainly the
result of changes in the charge distribution of the ionic excited
state. Thus, as∆µ for the excited state becomes greater, the
solute-solvent interaction energy becomes higher and more
similar to that calculated for the ground state, resulting in a
decrease ofδqF andδpF. With regard to the distortion component
and in accordance with the previous conclusion, a greater
increment of the excited-state dipole moment in solution leads
to a greater value of the distortion energy, which, compared
with an almost constant value for the corresponding energy for
the ground state, gives rise to an increment in this component.
Final values for the solvent shift are given in the last column.
The CASSCF//CASSCF(sol) and CASSCF//MP2(sol) calcula-
tions give similar results for the solvent shift, with the values
of their components being consistent with the above argument.

The calculation performed using the in vacuo MP2 geometry
was very useful to better understand the nature of the solvent
shift. The solvent shift is affected non-negligibly by the

geometry relaxation during the solvation procedure. Its value
increased by ca. 20%, 4.1 kcal/mol, when in solution optimized
geometries were used. The distortion component, 18.4 kcal/
mol, is the sum of two contributions, one corresponding to the
distortion of the electron distribution and the other the energy
spent in distorting the geometry. For the CASSCF//MP2(sol)
calculation, the geometry relaxation contributes 7.2 kcal/mol
to the total distortion energy, with the distortion of the electron
distribution being obtained as the difference, yielding a value
of 11.2 kcal/mol.

The nature of the solvent shift is completely different for the
transition from S0 to the covalent excited state. In this case, the
largest contributions come from the distortion energy. This fact
is related to the similar nature of these states. In solution, the
initial and final states have similar dipole moment values, and
hence the contributions of the electrostatic and polarization
components are also similar, with the contribution of these
components (δqF and δpF) being relatively small. The solvent
shift is mainly determined by the distortion energy. With regard
to the distortion energy, the value given in Table 2 is consistent
with the slightly greater∆µ shown by the covalent excited state
in solution when compared with the ground state.

Another point to consider is the contribution of the solvent
polarization to the total solvent shift. Perusal of Table 2 shows
that the contribution of this component is important in the
transition to the ionic excited state but almost negligible for
the transition to the covalent one. The reason is that, in the latter
case, the interaction between the solute charge distribution and
the solvent-induced dipole moments in the ground and excited
states cancel mutually. It is important to stress that in no case
does this imply that the solvent polarization has no influence
on the solute-solvent interaction energy. In fact, it represents
almost 30% of the electrostatic contribution.

An important aspect to consider is whether a representation
of the solvent polarization by effective charges (as is usual in
most calculations) can reproduce the above results obtained
using explicit polarizabilities. The solvent shift calculated for
the transition to the ionic excited state when one uses effective
fixed charges is 1.57 eV at the CASPT2//MP2 level. The
difference is only 0.1 eV lower than the value obtained using
explicit polarizabilities. Given the approximations introduced
in the calculation of the solvent shift, it seems reasonable at a
first approximation to neglect the effect of the explicit solvent
polarization.

The experimental value of the solvent shift of PSB11 can be
estimated to be about 0.76 eV (2.79 eV3 minus 2.0331 eV). We
obtain for the M1 model 1.25 eV at the CASPT2//CASSCF
level and 1.11 eV for the transition to the ionic excited state
and 0.45 eV for the transition to the covalent one at the
CASPT2//MP2 level.

The analysis of the results shows the strong influence that,
in this system, the inclusion of the dynamical correlation has
on the final value of the solvent shift. This situation is different

TABLE 2: Solvent Shift (eV) and Its Components (kcal/mol) Calculated at the CASSCF Level

δqF
1/2 δpF

1/2 δpq δdist
solute δa,b (eV)

S0 f Ionic State
CASSCF//MP2(vac) 22.7( 3.07 6.5( 0.62 -0.6( 0.22 5.8( 1.06 1.49( 0.12 [0.87( 0.01]
CASSCF//MP2(sol) 14.8( 1.36 5.6( 0.23 -0.2( 0.12 18.4( 0.56 1.67( 0.04 [1.11( 0.01]
CASSCF//CASSCF(sol) 12.7( 1.08 2.8( 0.17 -1.1( 0.62 23.9( 0.84 1.66( 0.07 [1.25( 0.02]

S0 f Covalent State
CASSCF//MP2(sol) 1.2( 0.12 0.4( 0.05 -0.02( 0.02 3.6( 0.34 0.23( 0.01 [0.45( 0.02]

a Values in parentheses calculated at CASPT2 level.b Solvent shift calculated as energy difference between the transition in solution and the
same transition in the gas phase.

TABLE 3: In Vacuo and in Solution Transition Energies (in
eV) and Oscillator Strength Calculated at Different Levels

S0 f ionic S0 f covalent

vacuum solution vacuum solution

CASSCF//CASSCF(sol) 3.55 5.22 4.61 4.62
CASPT2//CASSCF(sol) 2.56 3.82 3.58 3.78
CASSCF//MP2(sol) 3.23 4.90 4.13 4.22
CASPT2//MP2(sol) 2.40 3.51 3.16 3.61
experimental (PSB11) 2.03a 2.79b

Oscillator Strength
CASPT2//MP2(sol) 1.15 1.00 0.09 0.01

a Reference 31.b Reference 3.
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from that found in other systems, in acrolein, for instance, where
the solvent shift is not affected by the inclusion of the dynamical
correlation. This difference may be related to the different nature
of the solvent shift. In acrolein the main component is the
electrostatic interaction while in PSB11 it is the distortion
component. Furthermore, although the BLA has a strong
influence on the transition energies, it does not affect the solvent
shift. Our calculation clearly overestimates the solvent shift. This
overestimate can be understood by taking three considerations
into account. First, M1 neglects the influence that theâ-ionone
ring and alkyl groups have on the solvation. Given the polar
nature of the solvent and the apolar character of these groups,
one expects that its inclusion would decrease the solute-solvent
interaction energy and hence the solvent shift. Second, our
calculations do not include the dispersion component contribu-
tion. This component gives rise to a red shift whose magnitude
is very complicated to calculate. Third, M1 has a planar structure
while PSB11 has a structure twisted around the central double
bond.65 The solvent shift is expected to be very sensitive to
this aspect given the isomerization process undergone by the
system and the known existence of a conical intersection during
this event. Preliminary calculations performed in our laboratory
show that the solvent shift decreases with increasing torsion
angle around the C11-C12 double bond.

V. Conclusions

We have shown that the solvent has a strong influence on
the structure, properties, and electronic spectra of a five-double-
bond PSB11 model. Major variations in the ground-state
geometry were found when optimization was performed in a
methanol environment. The difference between single- and
double-bond lengths increased compared with the in vacuo
optimized geometry. This distortion led to a major localization
of the positive charge in the iminium residue for the ground
state and consequently a larger dipole moment value. When the
π f π* vertical transition was studied at the CASSCF//MP2
level in solution, a major change in the nature of the first excited
states was observed. In this sense, the covalent state became
lower in energy than the ionic one, with the order of the states
being the inverse of that obtained with in vacuo conditions.
Hence, the solvent changed the spectral order of the two lowest
excited roots. Nevertheless, when the energies were recalculated
at the CASPT2 level, the two lowest excited states became very
close in energy and the ionic state returned to being the first
excited root. This highlights the importance of including the
effect of the dynamical correlation.

The calculated solvent shifts for the model studied were
greater than the experimental value for the complete chro-
mophore. This can be mainly attributed to the difference between
the geometry of the model and that of the original system. As
a consequence, the selected model does not adequately represent
the solvation of the complete chromophore. Inside the protein,
retinal shows a geometry slightly twisted around the C11-C12
bond, apart from the twist in theâ-ionone ring with respect to
the aliphatic chain. The M1 model, however, presents a planar
structure both in vacuo and in solution. Nevertheless, this kind
of structure has been widely used for many years in theoretical
studies as the simplest models of the complete chromophore.
Future efforts must be directed to a search for a better model,
capable of reproducing the main characteristics of the PSB11
electron spectra in condensed media.
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