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Thel(n— x*) excited-state of acrolein in liquid water was studied theoretically by using the averaged solvent
electrostatic potential from molecular dynamics method (ASEP/MD). The model combines a multireference
perturbational CASPT2//CASSCF treatment in the description of the solute molecule with NVT molecular
dynamics simulations in the description of the solvent. In this paper, we present two alternative methods for
calculating solvent shift on adiabatic transitions and their performance is analyzed. In the first method, the
free energy change during an adiabatic transition is calculated classically by using the free energy perturbation
method. In the second method, it is calculated from the quantum values of the vertical absorption and emission
electron transition energies. Th@ — x*) excitation is accompanied by a charge flux from the oxygen to

the carbon skeleton, this charge flux decreases the dipole moment of the excited-state with respect to the
ground state value and, consequently, the selstdvent interaction energy. This effect destabilizes the excited-
state with respect to the ground state and produces a blue shift in the absorption and emission bands. For the
emission process, there also exists an additional destabilization due to a partial desolvation of the excited
state. The effect of the solvent electron polarization, the inclusion of the solute electron correlation, and the
use of relaxed geometries in solution on the calculated solvent shift of the absorption and emission spectra
are also analyzed.

Introduction description of the chromophore with a detailed description of

) _ the solvent obtained from simulations. As a test case, we have
Although the theoretical study of solvent effects on UVIVis  cosen acrolein in water solution. Acrolein or propenal is the

spectra has a long history and has been profusely treated in themajjesto, 8-unsaturated carbonyl compound. The interaction
literature! most papers published to date have been dedicatedpenveen the carbonyl group and the=C double bond makes

to the_ study of vertical gbsorptlon spectra; comparatively less j; 5 compound of marked interest from a spectroscopic and
attention has been paid to the study of solvent effects on yheoretical point of view. Furthermore it has been shown that it
emission spectra and adiabatic transitions (transitions between.g, form several hydrogen bonds with the water molecules. Its
states at distinct regions of the free energy surface). Probably,g|actronic spectrum has been extensively studbgddifferent

one of the causes of this scarcity is the difficulty for obtaining  gpectroscopic techniques. The UV-spectrum of this compound
excited-state geometries in solution with the adequate precision., 55 a1so been studied theoretically with ab ifidad semiem-

Diverse studieshave shown that highly accurate gquantum pirical methods$:® and both the lowest excited states and the
methods, such as CASPT2 (complete active space with secondpjgh-energy part of the electronic spectrum have been character-
order perturbation theory) or MRPT2 (second-order multiref- ;04 The effect of solvation on the absorption spectrum has
erence perturbation theory), and very precise geometrical g5 peen theoretically studied by using a supermolecule
parameters must be used to obtain an appropriate descriptiorbpproacﬁand with the RISM-SCF meth8@nd, more recently,

of the electron spectra of molecules in gas phase. Furthermore,,ith continuum model? with quantum mechanics/molecular

in solution, we must have a precise description of the solvent achanics (QM/MM) model& and with ASEP/MD'2 Con-
effegts available_. Trad_itionally, most studies have used Somecerning the evolution of the excited state, the time dependent
version of the dielectric continuum methddlthough these  gyokes shift has recently been determined using a extended
methods can provide, in a wide variety of cases, an adequateqrgion of the PCM methot® However, to our knowledge, no

description of the solvent, they can fail when specific sotute  jtent has been done for the theoretical characterization of the
solvent interactions are involved, as it is the case, for instance, jy solution emission spectrum.

with hydrogen-bonded systems.

In the present paper, we extend a method, previously Method
employed in the study of electron absorption spetti@the
case of emission and adiabatic transitions. The method, known ASEP/MD is a QM/MM effective Hamiltonian method that
as ASEP/MD; introduces the averaged solvent electrostatic makes use of the mean field approximatforthat is, it
potential (ASEP) obtained through molecular dynamics (MD) introduces, into the solute molecular Hamiltonian, the averaged
into the molecular Hamiltonian of the chromophore and perturbation generated by the solvent. The method combines
combines the high level quantum calculations needed in the quantum mechanics (QM) and molecular mechanics (MM)
techniques, with the particularity that full QM and MM
* Corresponding author e-mail: memartin@unex.es. calculations are alternated and not simultaneous. During the MD
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simulations, the intramolecular geometry and charge distribution In eq 3, AGjy; is the difference in the solutesolvent

of all the molecules are considered as fixed. From the resulting interaction free energy between the two QM states. This term

data, the average electrostatic potential generated by the solventan be calculated by using the free-energy perturbation (FEP)

on the solute is obtained. This potential is introduced as a method!® An example of application of these techniques to

perturbation into the solute’s quantum mechanical Hamiltonian, electron transitions can be found in Debolt and Kollmén.

and by solving the associated Sttlirger equation, one gets a The AGjy term can be split into two term&\Gin; = AEin +

new charge distribution for the solute, which is used in the next oG, and hence the transition energy reads as follows:

MD simulation. The iterative process is repeated until the

electron charge distribution of the solute and the solvent AG.. = AE
. - . diff solute

structure around it are mutually equilibrated. The main char-

acteristics of the method have been described elseWhdeges,

+ AE

int + AGsol (7)
we shall detail only some points pertinent to the current study. The last termAGs."" prowdgs the solvent distortion energy, L€.,
the energy spent in changing the solvent structure from the initial

Geometry Optimization of Excited States. The solute he final h for the diff .
excited-state geometry in presence of the solvent was optimized™© the final state. The teri\E;y, accounts for the difference in

using a technique described in a previous pkmerd based on Fh_e_ solute-solvent interaction energy betvv_een the final and
the use of the free-energy gradient methbdihe technique has ~ INitial state. When the solvent is nonpolarizable the setute
been successfully applied to geometry optimization of molecular soIvept interaction energy difference is simplyEin =
ground states in solution. At each step of the optimization @' Vased¥'0— ' | Visedy' ) Furthermore, for vertical
procedure the mean value of the total foreeand the Hessian, ~ transitions,Visep = Viysep When the solvent is polarizable,

H, of the excited-state averaged over a representative set ofthe energy spent in polarizing the electron degrees of freedom
solvent configurations were calculated as the sum of the soluteof the solvent must also be included, see below. Strictly, part
and solvent contributions and were used to obtain a new Of this electron distortion energy of the solvent should be
geometry by using the rational function optimization method. included into theAGsq term, however, due to computational
The force and Hessian regd considerations, we prefer to include the contribution associated
to the solvent electron displacement into thEj,; term, and

we reserveAGsg for the energy spent in the modification of

_oG(r) BV(r,X) _aV(r.X)0

F(n) = a or or @) the solvent structure that implies molecular rotation or transla-
tion. In this way AGs, depends only on nuclear solvent
N V(X0 coordinates.
H(rr) ~ oror' @ When the solvent is polarizable, the determination of solvent

shifts with the ASEP/MD method involves two steps. In the

whereG(r) is the free energyy(r,X) is a potential energy, sum  first one, the wave function and geometry of the solute are
of intra- and intermolecular (solutesolvent) contributions, and  ghtained for each state involved in the transition. During this
the brackets denote a statistical average over the solventfist step the solvent structure around the solute is equilibrated,
configurationsX. ) ~ but it is supposed that the charge distribution of every solvent
Transition Energies. Once we determined the geometries mplecule remains fixed, that is, during the simulations one
and wave function of the initialj), and final, f), solute states considers a nonpolarizable solvent. In the second step, the
in solution, we proceeded to the determination of the free energy sojvent structure is kept fixed but now the electron degrees of
difference between the two states considered. The standard freefreedom of the solvent polarize in response to the changes in

energy difference between”"and “f" states in SO'““"”_' the  the solute charge distribution originated by the electron transition
transition energy, can be written as sum of two tetfns: of the solute. That is, using the solvent structure and solute
AG... = AE +AG geometry obtained in the first step, we .coqple the quantum
Gai solute Gine (3) mechanical solute and the electron polarization of the solvent.
To this end, we assign a molecular polarizability to every solvent
molecule, and simultaneously, replace the effective solvent

A —E—E=m A - A in0(4 charge distribution used in the MD calculation (TIP3P for
Esone W1 Hou |y W1 Hou I wH () instance, if the solvent is water) with the gas-phase values of

is the ab initio difference between the two quantum mechanics the solvent molecule. This is necessary because effective charges

QM, states (excited and ground state in this case) calculatedinclude a certain degree of implicit solvent polarization; when
using the in vacuo solute molecular Hamiltoniér@NHand the one considers a polarizable model, it is necessary to use the in
electronic wave functions obtained in solution by solving the V&cuo charges of the solvent molecules to avoid accounting

where

following Schrainger equation: twice for this effect. This separation of the solvent effect in
permanent and polarizable components is completely equivalent
(|2|QM Hngc/tMM) | pO=E | 9O (5) to that used in dielectric models where the solvent reaction field

is sum of an orientational (or inertial) and an electronic (or

~ A dynamical) parté

HEec = [ drpVagedr 6 ) _
QM/MM f P*Vaselr) (©) In previous paperéwe have shown that for a polarizable

WhereVASEP(r) is the averaged electrostatic potential generated SOlVent, the solutesolvent interaction energy reads as follows:
by the solvent, that in general depends on the solute state. Details

about the calculation d¥aser(r) can be found elsewhefép is EPol = 1 U +U + 1 U )

the charge density operator of the solute. The selatdvent 2 ma pa 2 e

Lennard-Jones contribution is added to the energy a posteriori

and hence has no effect on the solute wave function; obviously, Here, q refers to the permanent charges of solvent molecules,
it contributes to the final value of the gradient and Hessian. u to the solvent induced dipoles, apdis the solute charge
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density. As we indicate abo\E&,; includes also the polarization
energy of the solvent dipoles.

The transition energy is calculated applying eq 8 to the final
and initial states, computing the difference and adding the rest
of the terms of eq 7.

1

1
AGii = AEgquet 5 AU+ AU, +35 AU, + AG

sol

©)

Finally, the solvent shifty, can be calculated as the difference
between the in solution and the in vacuo transitid&, .

Figure 1. Electron transitions scheme.
0= AGgi(# - AEgolute:
distortion « 1 1 are characterized by nonequilibrium solvation, i.e., in these
ABgoie T 5AU,q T AU, +5 AU, + AG, (10) points the solvent is in equilibrium with the solute charge
distribution of the structures 1 and 3, respectively.

In the case of vertical transitions the tethGs, cancels out The energy difference between structures 2 and 3 or between
because the FranelCondon approximation is applicable and Structures 4 and 1 is termed the reorganization energy. This
the solvent structure is the same in both the ground and theenergy is the sum of two contributions: one due to the
excited state. Furthermore, the interaction enerdié¥, of the reorganization of the solute geometry, and other to the
initial and final states are calculated using the same set of solventreorganization of the solvent structure around the sohatén
permanent charges; those equilibrated with the initial state. In general, it is supposedinear solvent response regimehatis
adiabatic transitions the solvent structure changes during thetakes the same value in the ground and in the excited state (see,

transition andAGs, takes a finite value. In this case tE&" for instance, Bader and Berfeand references therein);
terms are calculated using two different set of solvent permanenthowever, the solute contributio, is different in the ground
charges. and excited states because it depends on the characteristics of

The final scheme proposed for the determination of the ©ach potential energy surface. ] )
transition energies and solvent shift with polarizable solventis ~ From Figure 1, it is easy to see that the following relations

the following: are fulfilled:

(1) The geometries and wave functions of the in solution 13 1 ex 1 ox
initial and final states of the solute are calculated using a AGT=AE - A" =AE" =47 — 4 (11)
nonpolarizable solvent. 13 43 g 43 or

(2) Using the solvent configurations obtained in step 1 for AG”=AE"+ 1" =AE"+ 17 + 4 (12)

the ground and excited states, the solute charge distribution and
the induced solvent dipoles are equilibrated for each state By combining these two equations we get the following
separately. Thé\Esoue term is calculated with eq 4. relations:

(3) The solute-solvent interaction energy with polarizable
solvent,EP! for the ground and excited states are calculated A= 1 (AEY? — AE®) — 1 A+ A9 (13)
with the aid of the eq 8. NextAEPS' is calculated. ° 2 2™ '

(4) For an adiabatic transition, th&Gj,; term is calculated
using the FEP method. By difference witE"', one obta}ins
AGsgq. For vertical transitionsAGso; = 0 andAGj =AEP?.

(5) The transition energies and solvent shift are calculated AGP = % (AE™+ AE®) + % (A" =27 (14)
using eqs 9 and 10, respectively.

Indirect Calculation of the Free Energy during the The last term of eq 14, the difference between the solute
Adiabatic Transitions. In the case of adiabatic tranSitionS, the relaxation in the ground and excited state, does not appear in
AGso term must be calculated using FEP or thermodynamic most of the expressions proposed in the literatfileis often
integration (Tl), with the problems and computational cost supposed that the solute relaxation is the same in the ground
associated to the determination of free-energy differences. Ingnd the excited states; however, as it is shown below, this
this section we propose an alternative way to calculate adiabaticassumption is not, in general, fulfilled, and this term can
transition energies which avoids the calculation@bs. The contribute significantly to the final energy. The solute relaxation
adiabatic transition value is calculated from the values of the energy can be eas”y calculated as the difference between them:
absorption and emission vertical energies, assuming a linear
re?ponse regime for the solvent. _ A= p® | |:|QM | W= p® | |:|QM | wln (15)

n what follows and for the sake of clarity, we name the
different states involved (see Figure 1). Structure 1 is the
minimum of the ground state, structure 2 is the Fran€kndon With an equivalent expression for the ground state changing
point on the excited state, structure 3 is the minimum of the the states 2 and 3 by 4 and 1, respectively. Sometimes, it is
excited state, and structure 4 is the Fran€ondon point on convenient to splifs into two termsAs = AEin: + AGsql, With
the ground state. similar meanings to those indicated in the previous section but

In structures 1 and 3, we suppose that the solute and thewhere now the initial and final states are defined on the same
solvent are completely relaxed, that is, the solvent is in free energy surface.
equilibrium with the charge distribution of the solute molecule =~ Computational Details. We applied the ASEP/MD meth-
when this has reached its minimum, whereas structures 2 and 4odology to study thé(n — x*) transition in the strans-acrolein
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molecule. Ground and excited states were described using theTABLE 1: Some Bond Distances (in A) of Acrolein in
CASSCF level of theory with dynamic correlation energy Vacuo and in Solution for the Ground and Excited States

calculated with second-order perturbation theory (CASPT2). The Cc=C c—C c=0

complete active space is spanned by all the configurations arising S, vac 1.340 1.473 1.204
from six valence electrons in five orbitals (6e/50). Contracted S sol 1.339 1.464 1.210
basis functions based on atomic natural orbifalaNO) were S, vac 1.398 1.371 1.354
used in the calculations. The contraction scheme used was C,0  Sisol 1.399 1.370 1.357

[453p1d]/H [2s1p]. The |_n|t_|al _geometry for a_croleln was TABLE 2: Dipole Moments (in D) In Vacuo and in Solution
obtained by CASSCF optimization, in vacuo, with the afore- caicylated at Different Points of the Free-Energy Surfaces
mentioned basis set. (see Figure 1)

The MD simulations were performed using MOLFYThe 1 2 3 4
solvent was represented by 214 TIP3Rater molecules at fixed
intramolecular geometry in a cubic box. The volume of the box #
was determined by the experimental density of water at 298 K “

(18.7 A). Thqsg conditions have beep prove'd to gua.ran'te.:e thei'[. The second one describes the energetic relations between
correct description of the short range interaction. No significant

changes where found when a larger number of solvent moleculesthe different points of the ground and excited free energy

: ) . . L . “surface. All data refers to theteans-conformer.
were included in the MD simulation. In addition, periodic Solut d Solvent Structure Table 1 displavs th i
boundary conditions were applied and spherical cutoffs were ¢ tk? ule ai :)ven ¢ (;uctutre. at et |sp3aysf t?w geomel ry
used to truncate the intermolecular interactions at 9 A. The long- 0 | € I(n . 7*) EXCi ed st ell st.ruc L:reb( Zh or the a;:rr]o etln
range electrostatic interaction was calculated using the Ewald molecule n vacuo and In soiution. fn both cases, the two
sum technique. The solute parameters were obtained by com-Structures were char_acterlzed as real minima through the stu_dy
bining Lennard-Jones interatomic interactiGeith electrostatic of the Hessian matrix. The solvent effect on the geometry is

interactions. The temperature was fixed at 298 K by using the very small it produces a slight s_hortenlng of .the tW&(.C .
Nose-HooveR* thermostat. Each simulation was run for distances while the €0 distance increases. This behavior is

150 000 time steps where 50 000 were employed for equilibra- compatible with the formation of a hydrogen bond between the

tion and the 100 000 for production. A time step of 0.5 fs was carbonyl oxygen of acrolein and the hydrogen of the water
used molecules. This trend agrees satisfactorily with the results found

The free-energy perturbation metftaias used to determine (i SR SONmn BEEE B SIRET TUE SRR
the AGj energy. The solute geometry was assumed to be rigid

and a function of the perturbation parameterand the solvent in the ground state, structure 1, where the solvent had a stronger

intramolecular geometry was considered always fixed. When |nfluer_1ce on the geometry (the trends are the same but the
v =0, the solute geometry and charges correspond to the initial magnitude of the changes are larger). This weaker influence of

state. Whery = 1, the charges and geometry are those of the the solvent on 'ghe exci.ted-state geometry Is d_ue to the onver
final state. A linear interpolation is applied for intermediate solute-solvent interaction energy in the excited-state with

values. A value ofAy = 0.05 was used. That means that a respect to the ground state, which will be discussed below.
total of 21 separate molecular dynamics simulations were carried ' 2ple 2 displays the dlpole*mom_ent_ values for the four
out to determine the free-energy difference. To test the structures considered. Th@ — z*) excitation is accompanied
convergence of the calculation, the difference in interaction free by a charge flux from the carbonyl bond to the carbon skeleton,

energies calculated forward and backward was compared Forthis flux decreases the dipole moment of the excited-state with
all the results reported below, the backward and forward free '€SPECt t0 the ground state value, and originates the lowering
energies agree to within less than 5%. of the solute-solvent interaction energy. As expected, the
During the ASEP/MD self-consistent process, the quantum solvent favors the charge separation in the solute molecule
calculations were performed at the CASSCF Iével of theory Increasing the _d|p_ole moment value, howe_ver, the charge qu_x
using the GAUSSIAN98 packagfeof programs. However, it during the excitation is almost the same in gas phase and in
is knowr?® that to correctly describe electron transitions in solution, as evidenced when one compares the difference in the
conjugated molecules one must include the dynamic correlation ﬁllpoletm'?mert]; Otf ground and fxuied st2atﬁs n thle two g_hasles.
contribution. Hence, once the solvent structure around the solute'" 'S St'KINg that, in Va°9°' structure as a lower dipole
was obtained. we used the CASPT2 method included in moment than structure 3; however, the contrary is found in
MOLCAS-5 to recalculate the transition energies and solvent solution. The explanation to this fact is that in solution the dipole
shift values moment of structure 2 is calculated in the presence of the

The ASEP/MD self-consistent process was run over 10 reaction potent_lal_ln equilibrium with the groynd state. Th|_s
. . . . reaction potential is larger than the one used in the calculation
guantum-calculationmolecular-dynamics simulation cycles.

Even though only four or five cycles were needed to achieve of structure 3 where the solvent is in equilibrium with the charge

the convergence in solute charges, the procedure was continueglslmpu“on of the excited state. As_al conselquence, Ithe sc;lvgnt
during 10 cycles. In this way, the final results with their polarizes more structure 2 and yields a larger value of the

2 ; . _induced dipole moment.
statistical errors can be obtained as average of the last five . "
cycles. The charge flux that accompanies the electron transition has
also an influence on the solvent structure around the excited-
state of the acrolein molecule, structure 3. Figures 2 and 3
display the O(acroleiryO(water) and O(acroleim)H(water)

To facilitate the discussion of the results, we have divided radial pair distribution function (rdf) in the ground and excited
this section in two parts. The first one is dedicated to the states (1 and 3). In the-©0 rdf, the height of the first peak
description of the solvent effects on the geometry of'{ne— decreases with the excitation and its position is shifted to longer
7r*) excited stated of acrolein and on the solvent structure around distances, the same is valid for the rest of the peaks, the solvent

3.03 0.91 1.45 3.53
3.98+£0.05 1.79£0.09 1.72£0.07 4.10£0.09

Results
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L6 geometry of the relaxed excited-state in vacuo is essentially
14 correct. The vertical emission transition predicted at CASPT2//
2 ] CASSCF is 2.47 eV. There is no experimental data for the
= emission spectrum in vacuo. The fluorescence spectrum regis-
i ' tered in 2-methyltetrahydrofuran solutfSishows a broad band
z 08 at 3.00 eV. However, given the nonpolar nature of this solvent
% 06 | and the good agreement found between the absorption spectra
0 | in vacuo and in 2-methyltetrahydrofuran, we can consider that
the maximum for the emission in such as solvent would not
0.2 1

differ too much from the in vacuo value. Trying to check the
quality of our calculation, CASPT2 geometry optimizations
were performed for the excited-state using both (6e,50) and
(12e,110) active spaces. CASPT2//CASPT2 vertical emission
transitions where evaluated at these geometries but no relevant
differences where found respect to the (6e,50) CASPT2//
L6 CASSCEF calculation. It is known that, in fluorescence spectra,
the vertical transition does not necessarily coincide with the
maximum of the band. A detailed analysis of the discrepancy
found between the experimental emission maximum and the
computed vertical transition implies the calculation of the
Franck-Condon factors, something that is beyond of the scope
of this paper.
Next, we pass to discuss the results in solution. We begin by
analyzing the CASSCF//CASSCF results obtained with the
nonpolarizable solvent model. Compared with the corresponding
0 . - N . . ; 0 in vacuo transitions the solvent originates a shift of 4.6 kcal/
r(A) mol in the absorption band and of 0.4 kcal/mol in the emission

0 . : : :
0 2 4 . 6 8 10
r(A)
Figure 2. O(acroleiny-O(water) rdf for the ground (full line) and
excited states (dotted line).

08 1

rdf How)-O(a)

0.6 1

04

02 4

Figure 3. O(acroleiny-H(water) rdf for the ground (full line) and
excited states (dotted line).

TABLE 3: Absorption, Emission, and Adiabatic Transition
Energies, in eV

band of acrolein. The experimental solvent shift of the absorp-
tion band is 4.5 kcal/mol. Positive values indicate a blue shift.

The different solvent shift value found between the absorption
and emission process is related to the different strength of the
solute-solvent interaction in the ground and excited states. As

AE;2 ABs4 AGys3 indicated above, the charge flux that accompanies the excitation
vacuum (CASSCF) 3.97 2.26 3.16 yields a lower dipole moment, weaker solvent structure around
vacuum (CASPT2) 3.77 2.47 3.10 the solute, and as a consequence, lower sokdévent interac-
SO:U:!OH noln (pgkégéSF)SCF) :-i'lg 223?5 g-gg tion energy (and energy differences) when the solvent is in
solution pol. . . . HHA H H T
solution pol. (CASPT2) 396 554 398 equilibrium with the excited state. The band origin,—4 3

adiabatic transition, appears at 3.16 eV in vacuo and 3.26 eV

is less structured around the excited-state than around the ground! Selution. This last result has been obtained using eq 14. The

state. The number of solvent molecules included in the first SOIVent blue shift is 2.3 kcal/mol, halfway between the
solvation shell (calculated by integration until the first minimum mag_”'t”de Of_ '_[he solvent S_h'ft n the at_’-?orp“o” and emission
of the ground state rdf) are 1.96 and 1.16 for the ground and vertical transitions. The adiabatic transition can also be calcu-

excited state, respectively. The behavior of thekDrdf is even lated .using. the FEP method. In this case, one qbtains 3.32¢eV,
more striking, the solvent structure found around the solute the slight discrepancy between the two methods is probably due,

ground state is completely lost in the solute excited state. One!

in part, to the approximations introduced in the calculation of
can conclude that thén — 7*) excitation produces the partial the free energy with the FEP method, where the solute was

desolvation of acrolein. This desolvation determines the ener- classically represented and not quantum mechanically as it is
getic features of the emission process in solution. donein eq 14_and, in part_, to t_he breakdown of the linear solvent
Energies. Table 3 shows the absorption and emission €SPONSE regime approximation.
transition energies between the four structures considered in Now, we analyze the reorganization energies in the ground
vacuum and in water solution, in this last case considering bothand excited states, that is, the energy difference between
polarizable and nonpolarizable solvent. structures 4 and 1 and 2 and 3, respectively. In the excited-
Regarding the in vacuo transitions, the CASPT2//CASSCF state the total reorganization energy is 20.9 kcal/mol, from this
vertical absorption is found at 3.77 eV that compares very well quantity 17.7 kcal/mol correspond to the relaxation in the solute
with other theoretical results and with the experimental geometry and 3.2 kcal/mol to the solvent reorganization. In the
values: 3.71 eV in vacddand 3.75 in 2-methyltetrahydrofur&h. ground state, the reorganization energy is 22.6 kcal/mol that
The electronic band origin, calculated as the energy difference splits in 19.4 kcal/mol and 3.2 kcal/mol, respectively. In both
between the excited and the ground state at their respectivethe ground and excited-state the reorganization energy is
optimized equilibrium geometries, is also well reproduced dominated by the solute geometry relaxation contribution. As
3.10 eV obtained theoretically versus 3243.315¢ eV from indicated above, the solvent reorganization energy can, in turn,
the experiment. This value has been estimated in 3.12 eV bybe split into two terms, one associated to the difference in the
Aquilante et al1%using a similar level of calculation. The good  solute-solvent interaction energies, and the other to the
agreement between the calculated electronic band origin anddifference in the solvent distortion energy. In the excited state,
the experimental data, permits us to conclude that the providedthese terms take the value.4 kcal/mol and 5.6 kcal/mol,
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TABLE 4: Total Solvent Shift, o, and Its Components (in the excited-state with respect to the ground state and explain
kcal/mol) for the Absorption and Emission Processes the experimentally found blue shift.
(Polarizable Solvent} . .
Solvation also produces a shortening of the twe-@
12AU,q AUy 12AU,  AEsoue 0 distances and an increase of the-@ distance. As a conse-

absorption 0.04-0.02 5.9+ 0.4 1.1+ 0.1 —2.74+ 0.4 4.3+0.2 guence of its larger solutesolvent interaction energies, these

o (45+0.2) effects are larger in the ground state than in the excited state.
emission 0.0k 0.01 1.2£0.3 0.7+0.1 —0.7£0.2 1.2+ 0.3 We demonstrated that although the solvent polarization plays

(1.8+0.3) an important role in the description of the electron transition,
aValues in parentheses calculated at the CASPT2//CASSCF especially in the case of the emission process, an effective charge
level. representation of the solvent as given by TIP3P, for instance,
yields similar results and is more economical from a compu-
respectively. Due to the larger value of the dipole moment, the tational point of view. The inclusion of the electron correlation
solute-solvent interaction energy is larger in 2 than in 3. In calculated at CASPT2 level has only a small effect on the
the ground state, the soluteolvent interaction energy is larger  solvent shift in the absorption process but it makes a very
in 1 than in 4 by 8.8 kcal/mol. The solvent distortion energy is important contribution to the solvent shift in the emission
—5.6 kcal/mol (the same, in absolute value, as in the excited process.
state, since it depends only on the solvent coordinates). Finally, Finally, we proposed a new method for calculating the
we note that the magnitude of the solute reorganization is transition free energy in adiabatic transitions once the values
slightly different in the ground and excited state, the difference of the vertical absorption and emission electron transition
between the two values is about 1.7 kcal/mol, its effect is to energies are known. The method avoids the classical calculation
increase the adiabatic transition energy in about 0.8 kcal/mol, of the free-energy difference between the ground and excited-
see eq 14. state and permits to determine easily the position of the
When the solvent is considered polarizable, the CASPT2 electronic band origin.
solvent blue shifts are 4.5, 1.8, and 4.1 kcal/mol for the
absorption, emission and adiabatic transition, respectively. Acknowledgment. This research was sponsored by the
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