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A study of the competition between intra- and intermolecular hydrogen bonds and its influence on the stability
of the Cys-Asn-Ser tripeptide in aqueous solution was performed by using the averaged solvent electrostatic
potential from molecular dynamics method (ASEP/MD). The model combines a DFT-B3LYP/6-311+G(d)
quantum treatment in the description of the solute molecule with NVT molecular dynamics simulations in
the description of the solvent. In gas phase, the most stable structure adopts a C5 conformation. Somewhat
higher in energy are found the PPII and C7eq structures. In solution, the stability order of the different
conformers is reversed: the PPII structure becomes the most stable, and the C5 structure is strongly destabilized.
The conformational equilibrium is shifted toward conformations in which the intramolecular hydrogen bonds
(IHB) have been substituted with intermolecular hydrogen bonds with the water molecules. The solvent
stabilizes extended structures without IHBs that are not stable in vacuum. The effect of the protonation state
on the conformational equilibrium was also analyzed.

I. Introduction

Small peptides have often served as model systems for the
study of the conformational behavior of more complicated
biomolecules both in vacuum and in solution.1,2 Their smaller
sizes permit systematic studies impossible to perform in larger
peptides, at the same time, many of the structural motives of
proteins are already present in these simplified models. One of
the peptides that has received the most attention has been the
alanine dipeptide (Ace-Ala-NMe, AD) molecule.2-4 Several
studies have evidenced that the conformational equilibrium of
this molecule is modified by the presence of the solvent; thus,
while in vacuum, the global minimum has a C7eq structure;4g

in water solution, the most probable conformer has a polypro-
line-II (PPII) type structure,3a although many other structures
have also been identified. A similar behavior is expected in
related peptides.

In an effort to gain insight on the solvent influence on the
structure and stability of peptides, in this paper, we undertake
the study of the electronic structure and the geometric parameters
of the Cys-Asn-Ser (CNS) peptide. The backbone of this
molecule (Figure 1) is identical to that of AD; however, both
molecules differ in the nature of the side groups (in AD, the B,
C, D side groups are replaced by methyl groups). The presence
of these groups permits the CNS tripeptide to form several types
of intramolecular hydrogen bonds (IHB) between atoms belong-
ing to the side groups and the atoms that form the peptide bond,
something that does not occur in AD. Because of this, the
CNS-water system could serve as a simplified model for
checking the possible competition between intra- and intermo-
lecular hydrogen bonds and the effect that this competition has
on the conformational equilibrium.

In addition, the CNS tripeptide also is of biological interest
because of its anti-inflammatory activity in the amebiasis caused
by the protozoon Entamoeba histolytica. This disease is currently
a worldwide health problem.5,6 In a previous work,7 one of us
carried out a detailed study at the Hartree-Fock and density
functional theory (DFT) levels of the electronic structure,
geometric parameters, physicochemical properties, and anti-
inflammatory activity of three pentapeptides: (MLIF, Met-Gln-
Cys-Asn-Ser; pMLIF, Met-Pro-Cys-Asn-Ser; and sMLIF, Gln-
Cys-Met-Ser-Asn).8 Further studies have evidenced that the
critical functional fragment of these pentapeptides (MLIF and
pMLIF) could correspond to the terminal tripeptide.9 In vivo
and in vitro studies on the anti-inflammatory activity of CNS
concluded that it maintained 100% of the biological and anti-
inflammatory properties of the MLIF. It is on this tripeptide
that we have focused our attention.

Because of the great number of stable conformers, both in
vacuum and in solution, that AD displays and the expected
additional complexity resulting from the formation of IHBs in
CNS, a detailed study of the full configurational space of CNS
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Figure 1. Atom numbering and labeling of the CNS tripeptide.
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using ab initio quantum mechanics methods can be a prohibi-
tively expensive task. Consequently, our aim has been more
limited: taking as a starting point the structures that have been
demonstrated to play an important role in the conformational
equilibrium of AD, we study the effect that the competition
between intra- and intermolecular hydrogen bonds has on the
tripeptide structure. With this aim, we have identified some
conformers that in gas phase display IHBs, and then we have
proceeded to study their behaviors in water solution.

The competition between intra- and intermolecular hydrogen
bonds is important due to the fact that IHBs determine the shape,
properties, and functions of peptides and proteins.10-12 For
instance, measurements in globular proteins suggest a contribu-
tion to the conformational stability of between 1.0 and 2.2 kcal/
mol per each additional IHB.13,14 It is also well-known that the
geometry, charge distribution and stability of IHBs can be
affected by the presence of a solvent. Furthermore, when the
solvent is a proton acceptor or donor, there is an additional factor
to account for: the possible competition between intra- and
intermolecular hydrogen bonds. This competition influences not
only the structure and conformational equilibrium of peptides
but also their intermolecular interactions in adsorption and
molecular recognition processes. For instance, experimental
results show that p-methylhydroxybenzoate and p-hydroxyac-
etophenone adsorb on acrylic ester with a 400-fold higher
affinity than their ortho isomers, in which an intramolecular
hydrogen bond is present.15

In our study, solvent effects were calculated with the averaged
solvent electrostatic potential from molecular dynamics (ASEP/
MD) method.16 This method is especially adequate in the study
of systems in which there is an interplay among solute
polarization, solvent structure, and geometrical changes because
it permits combining (1) a high-level ab initio description of
the electronic structure of the solute, (2) the consideration of
the mutual polarization of the solute and the solvent, (3) the
location of minima on free energy surfaces, and (4) the
calculation of free energy differences between different
solute-solvent geometries.

The rest of the paper is organized as follows: Section II
presents a short description of the main characteristics of the
ASEP/MD method and of the way in which the free energy
differences are calculated. Section III gives some computational
details. The description of the most important conformers, their
relative energies, and their properties are discussed in Section
IV. Finally, Section V provides some conclusions.

II. Method

In the determination of the tripeptide electron structure and
the solvent molecules’ spatial distribution, we have used the
ASEP/MD method developed in our laboratory.16 ASEP/MD
is a sequential QM/MM method that makes use of the mean
field approximation;17 that is, it introduces into the solute
molecular Hamiltonian the perturbation generated by the solvent
in an averaged way. The method combines quantum mechanics
(QM) and molecular mechanics (MM) techniques with the
particularity that full QM and MM calculations are alternated
and not simultaneous. During the MD simulations, the intramo-
lecular geometry and charge distribution of all the molecules
are considered as fixed. From the resulting data, the average
electrostatic potential generated by the solvent on the solute is
obtained. This potential is introduced as a perturbation into the
solute’s quantum mechanical Hamiltonian, and by solving the
associated Schrödinger equation, one gets a new charge
distribution for the solute, which is used in the next MD

simulation. The iterative process is repeated until the charge
distribution of the solute and the solvent structure around it
become mutually equilibrated.

As usual in QM/MM methods, the ASEP/MD Hamiltonian
is partitioned into three terms18

corresponding to the quantum part, ĤQM; the classical part, ĤMM;
and the interaction between them, ĤQM/MM. The quantum part
comprises only the solute molecule. The classical part comprises
all the solvent molecules.

The energy and wave function of the solvated solute molecule
are obtained by solving the effective Schrödinger equation:

The interaction term, ĤQM/MM takes the following form:

where F̂ is the solute charge density operator, and the brackets
denote a statistical average. The term 〈VS(r; F)〉, named ASEP,
is the average electrostatic potential generated by the solvent
at the position r, and it is obtained from MD calculations in
which the solute molecule is represented by the charge distribu-
tion, F, and a geometry fixed during the simulation. The term
ĤQM/MM

vdw is the Halmiltonian for the van der Waals interaction,
in general represented by a Lennard-Jones potential.

A few clarifications are relevant in this point. First, not
all the configurations generated by the simulation are included
in the ASEP calculation. We include only configurations
separated by 0.05 ps. In this way, we decrease the statistical
correlation between the selected configurations. Second, only
the electrostatic term enters into the electron Hamiltonian.
Other contributions to the solute-solvent interaction energy
(repulsion and dispersion terms included in ĤQM/MM

vdw ) are
treated with empirical classical potentials, and since they
depend only on the nuclear coordinates, they do not affect
the solute electron wave function.

The in-solution peptide geometry was optimized using a
technique described in a previous paper19 and based on the use
of the free energy gradient method.20 The technique has been
successfully applied to the geometry optimization of ground and
excited states of molecules in solution. At each step of the
optimization procedure, the mean value of the total force, F,
and the Hessian, H, averaged over a representative set of solvent
configurations are calculated as the sum of the solute and solvent
contributions and are used to obtain a new geometry by using
the rational function optimization method. The force and Hessian
read19

Ĥ ) ĤQM + ĤMM + ĤQM/MM (1)

(ĤQM + ĤQM/MM)|Ψ ) E|Ψ〉 (2)

ĤQM/MM ) ĤQM/MM
elect + ĤQM/MM

vdw (3)

ĤQM/MM
elect ) ∫ dr F̂ · 〈VS(r;F)〉 (4)

F(r) ) - ∂G(r)
∂r

) -〈∂V(r, X)
∂r

〉 ≈ - ∂〈V(r, X)〉
∂r

(5)
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where G(r) is the free energy; V(r,X) is a potential energy sum
of intra- and intermolecular (solute-solvent) contributions; and
the brackets denote a statistical average over the solvent
configurations, X. Technical details about the practical applica-
tion of this method and its relation with other methodologies
can be found elsewhere.19

To determine the relative stability of the different conformers,
the free energy difference was calculated. Here, we follow a
dual-level methodology, in which the geometry and charges of
the different conformers are obtained using quantum mechanical
methods, but in which the interaction component of the free
energy differences is calculated classically. The standard free
energy difference between two conformers in solution is written
as the sum of two terms,21

where ∆Gint is the difference in the solute-solvent interaction
free energy between the two QM states, and ∆Gsolute is
approximated as the ab initio difference between the two
quantum-mechanical states (A and B) calculated using the in-
vacuum solute molecular Hamiltonian, ĤQM and the in solution
wave functions:

In this approximation, one neglects the difference in zero-
point energy as well as entropy and thermal contributions to
the solute QM free energy. The consideration of these terms
does not introduce appreciable differences in the conformer
stability in gas phase. We suppose that the same is valid in
solution. Thermal and entropic contributions to the solute-solvent
interaction energy are included in ∆Gint (see below).

The ∆Gint term was calculated using the free energy perturba-
tion method.22 The solute geometry was assumed to be rigid
and a function of a perturbation parameter (λ), and the solvent
was allowed to move freely. When λ ) 0, the solute geometry
and charges correspond to the initial state. When λ ) 1, the
charges and geometry are those of the final state. For intermedi-
ate values, a linear interpolation is applied. A value of ∆λ )
0.01 was used. That means that a total of 101 separate molecular
dynamics simulations were carried out to determine the free
energy difference. To test the convergence of the calculation,
the interaction free energies calculated forward and backward
were compared.

III. Computational Details

The MD simulations were carried out using the program
MOLDY.23 The simulation contains one peptide molecule and
500 TIP3P24 water molecules at fixed intramolecular geometry
in a cubic box of 24.92 Å side. The atom numbering of the
tripeptide is displayed in Figure 1. The solute parameters were
obtained by combining Lennard-Jones interatomic interactions25

with electrostatic interactions. Periodic boundary conditions were
applied, and spherical cutoffs were used to truncate the
peptide-water and water-water interactions at 9 Å. The
electrostatic interaction was calculated with the Ewald method.
The temperature was fixed at 298 K using the Nosé-Hoover26

thermostat. Each simulation was run for 150 000 time steps,
50 000 for equilibration, and 100 000 for production. A time
step of 0.5 fs was used. The final results were obtained by
averaging the last five ASEP/MD cycles (250 ps).

The quantum calculations were performed at the DFT-B3LYP
level of theory using the Gaussian98 package27 of programs.
The basis set used was 6-311+G(d). Atomic charges were
calculated using the CHELPG method.28

Because of the presence in CNS of ionizable groups, we
considered different protonation states in gas phase and in
solution, so in gas phase, the neutral forms (not ionized) are
more stable than the corresponding zwitterionic forms. In
contrast, in solution, the neutral forms are hardly probable, and
the protonation state will be determined by the pH. At
physiological pH, the most stable form is the zwitterionic.
Cationic forms become stable only at very acid pH (<2). Despite
the lower biological relevance of these forms, we include them
also in our study because they can enlighten the influence that
the protonation state has on the conformational equilibrium. In
the rest of the paper, we will be concerned mainly with the
comparison between the gas phase neutral forms and in-solution
zwitterionic forms, with occasional references to the protonated
forms.

IV. Results and Discussion

Because of the similarity of the AD and CNS backbones, we
take as a starting point of our study of the competition between
intra- and intermolecular HBs those structures identified as key
in the description of AD. The conformations of AD are usually
specified by the values of the flexible backbone dihedral angles
φ (C23-N15-C8-C4) and ψ (N15-C8-C4-N1). In gas
phase, the global minimum of AD is believed to be a C7eq
structure (φ ≈ -83°, ψ ≈ 73°) which is stabilized by an IHB
that involves the O and H of the two peptide bonds (O27 and
H2). Somewhat higher in energy is found the C5 structure (φ
≈ -161°, ψ ≈ 155°). This is quite an extended structure in
which steric hindrance is minimized. Finally, although the PPII

structure (φ ≈ -75°, ψ ≈ 150°) is not a minimum in gas phase,
in solution it is the global minimum. When one passes to CNS,
the behavior changes as a consequence of the formation of IHBs.
In fact, the PPII structure becomes also a minimum in gas phase.

The structure of CNS is characterized by the presence of two
peptide bonds and different functional groups that can form
several intra- and intermolecular HBs. We were especially
interested in the study of the IHBs formed between the oxygen
(O24) of the Asn side chain with the two hydrogens (H2 and
H19) bonded to the nitrogens (N1 and N15) of the peptide
bonds, which can provide stiffness to the main chain of the
tripeptide, and between the SH (H38) group of the Cys residue
and the carbonyl oxygen (O9) of the Asn residue involved in
the peptide bond because, as we will show later, it could stabilize
the PPII structure. We named these IHBs HB1a (N1-H2-O24),
HB1b (N15-H19-O24), and HB2 (S36-H38-O9), respec-
tively. The spatial structure of the tripetipde CNS can be
stabilized by other intramolecular hydrogen bonds. For instance,
the C7eq structure is stabilized by the interaction between O27
and H2 (IHB3). Other conformers have been found in solution,
but at such high energy that they are not expected to contribute
significantly to the conformational equilibrium.

In our study, we have tried to analyze four points: (1) the
relative stability of the different conformations as given by ∆G
and its components, eq 7; (2) the structural changes occasioned
by the solvation; (3) the variation of potential-fitted atomic
charges with the conformation and the solvation; and finally,

H(r, r') ≈ ∂
2〈V(r, X)〉
∂r ∂r'

(6)

∆G ) ∆Gsolute + ∆Gint (7)

∆Gsolute ) EQM
B - EQM

A ) 〈ΨB|ĤQM|ΨB〉 - 〈ΨA|ĤQM|ΨA〉
(8)
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(4) the correlation between the solvent structure around the
solute and the conformational changes. To this end, we have
divided the tripeptide structure into four regions, displayed in
Figure 1. The A region corresponds to the basic skeleton of the
molecule and includes the two peptide bonds. Regions B-D
correspond to the side groups of the three amino acids. The
strategy that we have followed has been to identify neutral
structures with IHBs in gas phase and then study the behavior
of the corresponding protonated and zwitterionic forms in water
with the aim of determining if these IHBs are stable also in
solution.

Gas Phase Results. We began our study by checking the
relative stability in gas phase of several molecular conformations
characterized by the presence of one or more intramolecular
hydrogen bonds. The in-vacuum optimization was initiated from
structures in which the φ and ψ angles take values close to those

corresponding to the C7eq, C5, and PPII structures in AD.
Furthermore, to increase the configurational space covered, we
systematically varied the C8-C17-C22-O24 torsion angle.
The relative energy values in vacuum for five minima of the
neutral tripeptide (named Vac-1-Vac-5) and their geometries
are displayed in Table 1 and in Figures 2 and 3. Three of these
conformers (Vac-1-Vac-3) display φ and ψ values close to
those of the PPII structure; they differ from each other in the
orientation of the Asn side group (area C in Figure 1). Vac-4
and Vac-5 are related to C5 and C7eq structures of AD,
respectively. The different structures were characterized as
minima by frequency analysis.

In gas phase, the most stable conformer is Vac-4. This is a
spatially extended conformation related to the C5 structure in
AD and where HB1a is formed. This geometry also favors the
interaction between O27 and H28; however, the bond distance
between these atoms (2.40 Å) questions its IHB character.
Somewhat higher in energy (∼2.3 kcal/mol) are Vac-3 and Vac-
5. Vac-3 is a PPII structure characterized by the presence of
two IHBs: IHB1a and IHB2. Vac-5 corresponds to a C7eq
structure that is stabilized by the formation of IHB3. Finally,
at higher energies (∼3.4 kcal/mol) are found Vac-1 and Vac-2.
The two conformers display structures close to PPII but
somewhat distorted. As was above indicated, the three PPII

structures differ in the orientation of the Asn side group (C
group) that determines the presence or absence of IHB1. In this
way, Vac-2 is characterized by the presence of IHB1b and Vac-3
by IHB1a, whereas in Vac-1 O24 is not involved in the

TABLE 1: Angles (in degrees) and Relative Gas Phase
Energies (in kcal/mol) of Different Neutral Minima of CNS
and the Corresponding Zwitterionic Conformers Calculated
at the Same Geometriesa

conformer φ ψ ∆E (neut) ∆E (zwitt) IHB

Vac-4 (C5) -169.4 -177.0 0.0 0.0 IHB1a
Vac-3 (PPII) -78.3 158.6 2.3 -6.6 IHB1a, IHB2
Vac-5 (C7eq) -89.8 67.8 2.4 -5.1 IHB3
Vac-2 (PPII) -53.6 133.3 3.3 -10.3 IHB1b, IHB2
Vac-1 (PPII) -63.1 142.4 3.5 -7.8 IHB2

a The last column details the IHBs formed in each conformer.

Figure 2. Minima structures in gas phase (neutral forms) of the CNS tripeptide.
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formation of any IHB. Note that O24 displays a larger preference
to form IHB with H2 than with H19.

In Vac-3, the formation of the IHB generates a seven-atom
ring, but in Vac-2, the ring has only six atoms. This permits a
more favorable OHN angle (145.0°) in Vac-3 than in Vac-2
(125.1°). In the three PPII conformers, HB2 is present. Since in
AD the PPII structure is not a minimum in gas phase, one can
conclude that HB2 plays an important role in the stabilization
of PPII gas phase structures in CNS. It is also worth noting that,
with respect to AD, there is an inversion of the relative stability
between C5 and C7eq structures due to the formation in CNS
of IHBs that are not present in AD: the C7eq structure is more
stable in AD; in CNS, the C5 structure is preferred.

In sum, the presence of IHBs in CNS modifies the confor-
mational equilibrium, stabilizing PPII structures that are not
stable in AD and reversing the stability order of C5 and C7eq
conformers. For further comparison with in-solution results,
Table 1 also displays the energy of the zwitterionic forms
calculated at the geometry of the equivalent neutral forms. As
a consequence of the charge separation in zwitterionic forms,
the C5 structure is destabilized and the PPII structures now
become the most stable structures. As we will show below, this
fact will modify the in solution relative stability order.

With respect to the structure of the side groups, region B
can display a great variety of orientations, the internal energy
hardly depending of this orientation. For instance, as the
N2-H1-C3-C6 angle changes from 90° to 25°, the energy
varies by only 0.1 kcal/mol. Because of the formation of HB2,
the structure of region D is very similar in the three PPII

conformers. Finally, the orientation of region C with respect to
the rest of the molecule is determined by the participation, or
lack thereof, of O24 in the aforementioned IHBs. From Vac-1
to Vac-3, structures differ in the value of the C8-C17-C22-O24
angle that varies from -82° to 61°.

Figure 4 displays the charge distribution of the sections A-D
defined in Figure 1 for different conformations. In all cases,
there is a net flux of electrons from section B to section A, its
magnitude being quite similar in all the conformers When the
atomic charges are analyzed (data not shown in the figure), one
finds that for most atoms there are only small variations from

one conformer to another. The standard deviation is lower that
0.1 e for 32 of the 39 atoms. In a reduced number of cases
(N1, C3, C4, C8, C23, C26, and C30), there are important
variations of the charge with the conformation. In this way, for
instance, differences of 0.5 e between the charges on C4 in
Vac-2 and Vac-6 are found. Although these results confirm the
validity of using conformation-independent charges in molecular
mechanics force fields for most atoms, they also evidence that
in certain cases, this approximation fails, and it would yield
wrong electrostatic interaction energies if the molecule were
solvated. We will return on this point later.

Finally, and for further comparison with in solution calcula-
tions, we considered also the protonated versions of the three
PPII minima, (see Figure 5 and Table 2). Structures completely
similar to the neutral ones were found. Although the stability
order is the same as in the neutral forms, protonation slightly
modifies the relative stability of the different conformers. The
main change with respect to the neutral forms is that the free
energy difference between Prot-Vac-3 and Prot-Vac-1 increases
from 1.2 to 2.0 kcal/mol and between Prot-Vac-3 and Prot-
Vac-2 decreases from 1.0 to 0.3 kcal/mol, now being difficult
to conclude whether there is a neat preference for IHB1a or
IHB1b. The two intramolecular hydrogen bonds, IHB1a and

Figure 3. Free energy (in kcal/mol) of CNS in gas phase (neutral
forms) as a function of the φ and ψ angles.

Figure 4. Potential fitted charges for the different conformers (neutral
forms) in gas phase.

Figure 5. Minima structures in gas phase (protonated forms) of the
CNS tripeptide.

TABLE 2: Angles (in degrees) and Relative Gas Phase
Energies (in kcal/mol) of Different Minima of CNS
(protonated forms)a

conformer φ ψ ∆E IHB

Prot-Vac-3 (PPII) -74.5 165.6 0.0 IHB1a, IHB2
Prot-Vac-2 (PPII) -58.7 151.7 0.3 IHB1b, IHB2
Prot-Vac-1 (PPII) -85.8 163.6 2.0 IHB2

a The last column details the IHBs formed in each conformer.
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IHB1b, seem to provide similar stability to the structure of the
protonated tripeptide.

In-Solution Results. Figure 6 displays the structure of the
most stable zwitterionic conformers in solution. In optimizing
the geometries, we followed two different strategies. In the first
one, the optimization started from the in vacuum optimized
structures. In the second strategy, we used as initial geometries
the same initial structures that were used in vacuum. In both
cases, a proton was added to the Cys amino group, and a proton
was removed from the terminal carbonyl group.

To facilitate the comparison between gas phase and in-
solution results, we have tried to keep the same notation in both
phases. For instance, Sol-1 is the structure obtained when Vac-1
is solvated, and so on. The values of the φ and ψ angles and
the relative free energy of the different conformers are displayed
in Table 3 and Figure 7. The first conclusion is that the solvent
induces important changes both in the relative stability and in
the structure of the conformers. Most IHBs are broken and
transformed into intermolecular HBs with the water molecules

during the solvation procedure. The solvent stabilizes structures
without IHBs that are not stable in vacuum. Our results confirm
previous studies about the relative stability of amino acids and
peptides, in which it was found that some structures that do
not exist in gas phase become stable in solution due to their
ability to form strong intermolecular hydrogen bonds with
water.29

Figure 6. Minima structures in water solution (zwitterionic forms) of the CNS tripeptide.

TABLE 3: Angles (in degrees) and Relative in Solution Free
Energies (in kcal/mol) of Different Minima of CNS
(zwitterionic forms)a

conformer φ ψ ∆G IHB

Sol-6 (PPII) -94.8 136.0 -5.7
Sol-1 (PPII) -61.8 149.4 -5.3 IHB2
Sol-5 (C7eq) -117.4 92.8 -5.3
Sol-7 (PPII) -93.0 150.0 -2.8
Sol-2 (PPII) -60.1 147.5 -2.6 IHB2
Sol-3 (PPII) -57.8 147.2 -0.2 IHB1a, IHB2
Sol-4 (C5) -166.9 167.2 0.0 IHB1a

a The last column details the IHBs formed in each conformer.

Figure 7. Free energy (in kcal/mol) of CNS in solution (zwitterionic
forms) as a function of the φ and ψ angles.
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From the seven minima displayed in Table 3, five of them
(Sol-1, Sol-2, Sol-3, Sol-6, and Sol-7) have structures close to
PPII, whereas Sol-4 is a C5 structure. Finally, Sol-5 is a
minimum obtained from the gas phase C7eq structure in which
HB3 is broken and in which the structure has deformed to get
a better exposition of the atoms of the peptide bonds to the
solvent. The most stable structures are Sol-1, Sol-5, and Sol-6.
In the three conformers, O24 forms an intermolecular HB with
the water molecules, and Sol-1 is furthermore stabilized by

IHB2. Higher in energy are placed the Sol-7 and Sol-2
conformers. Whereas Sol-7 does not display IHBs, Sol-2 is
stabilized by IHB2. Sol-3 and Sol-4 are the least stable
conformers, despite the presence of IHB1a in both of them.

From these results, several conclusions on the contribution
of the IHBs to the stability are obtained: (1) In solution, the
structures where O24 forms intermolecular hydrogen bonds with
water molecules are strongly favored. Conformers in which
IHB1a is present do not contribute in an appreciable way to
the conformational equilibrium. Furthermore, we did not find
any minimum with IHB1b. (2) From the five PPII minima, in
three of them, IHB2 is formed but not in the other two. The
conformers in which HB2 is present are slightly less stable than
the corresponding conformers in which IHB2 is not formed,
but in general, differences are small. It is worth noting that in
two of the PPII minima, Sol-7 and Sol-6, IHB2 is not formed;
therefore, the in-solution stability of the PPII structure in this
conformer must be associated with a larger solute-solvent
interaction, a trend previously reported in AD. (3) In solution,
the stability order is reversed with respect to the situation found
in vacuum: the most stable structures in gas phase become the
least stable ones in solution.

The study of the different contributions to the free energy,
Table 4, permits us to clarify the origin of the inversion in the
differential stability of the conformers when the system passes
from vacuum to solution. ∆G is the sum of two contributions:
the internal energy, ∆Gsolute, and the solvation energy, ∆Gint.
The internal energy follows the same trend already found in
gas phase for the zwitterionic forms: a stabilization of the PPII

structures and a destabilization of C5. Regarding the solvation
energy, it is more negative in those structures in which there is
a larger exposition of the polar groups of the tripeptide to the
water molecules; that is, in those structures in which the
tripeptide adopts a conformation without IHBs (Sol-5, Sol-6,
and Sol-7). The final stability order results from the interplay
of internal energy and solvation, which, in turn, is in part
determined by the competition between intra- and intermolecular
HBs.

Similar results were obtained for the protonated form in
solution (see Tables 5 and 6 and Figure 8). The three gas phase
PPII conformers originate five PPII minima in solution; in three

TABLE 4: Free Energy Difference (relative to Sol-4) and Its
Components, in kcal/mol, for the Minima of the Zwitterionic
Forms in Solution

∆Gsolute ∆Gint ∆G

Sol-6 -2.0 -3.6 -5.7
Sol-1 -11.0 5.7 -5.3
Sol-5 -3.7 -1.6 -5.3
Sol-7 0.7 -3.5 -2.8
Sol-2 -10.8 8.2 -2.6
Sol-3 -8.8 8.6 -0.2
Sol-4 0.0 0.0 0.0

Figure 8. Minima structures in water solution (protonated forms) of the CNS tripeptide.

TABLE 5: Angles (in degrees) and Relative in-Solution Free
Energies (in kcal/mol) of Different PPII Minima of CNS
(protonated forms)a

conformer φ ψ ∆G IHB

Prot-Sol-1 -84.4 162.0 -2.9 IHB2
Prot-Sol-7 -86.2 141.5 -2.8
Prot-Sol-6 -94.3 153.2 -2.7
Prot-Sol-2 -57.2 150.3 -1.6 IHB1b, IHB2
Prot-Sol-3 -74.4 162.7 0.0 IHB1a, IHB2

a The last column details the IHBs formed in each conformer.

TABLE 6: Free Energy Difference (relative to Prot–Sol-3)
and Its Components, in kcal/mol, for the Minima of the
Protonated Forms in Solution

∆Gsolute ∆Gint ∆G

Prot-Sol-1 3.8 -6.7 -2.9
Prot-Sol-7 20.0 -22.8 -2.8
Prot-Sol-6 15.9 -18.6 -2.7
Prot-Sol-2 0.8 -2.4 -1.6
Prot-Sol-3 0.0 0.0 0.0
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of them, IHB2 is formed, but not in the other two. As occurred
in the zwitterionic forms, the conformers in which IHB2 is
formed are slightly less stable than the corresponding conformers
in which IHB2 is not present. It is interesting to note that also
in the protonated forms, there exists a strong negative correlation
between the internal energy and the solvation energy: in general,
the less stable the internal structure of the conformer, the greater
the solvation energy. The relative stability order of protonated
and zwitterionic forms is very similar; the only difference
appears in the reverse order of Sol-1 and Sol-5. In any case,
the energy differences between these two conformers is so small
that it is difficult to reach a definitive conclusion. A fact to
remark is that in protonated forms, the energy differences
between the different conformers decrease with respect to the
zwitterionic forms, passing from 5.7 to 2.9 kcal/mol. In sum,
protonated and zwitterionic forms display a similar behavior in
solution. Even if the protonation state does not modify the
general trend found in the solvation of CNS, it can introduce
small changes in the relative stability of the conformers by
reducing the energy differences. However, in general, these
changes are not enough to modify the relative stability order.

The study of the height and position of the radial distribution
functions (rdf) peaks and of the coordination numbers also
reflects the competition between intra- and intermolecular
hydrogen bonds (see Figure 9). If one focuses the attention on
the O24(CNS)-H(w) rdf, it is noted that the height of the rdfs
decreases as one passes from a conformation with intermolecular
HBs to another with intramolecular HBs. However, the more
dramatic effect produced by the presence of IHB is displayed
by the H2(CNS)-O(w) rdfs. Both Sol-1 and Sol-2 rdfs show
well-defined peaks at 2 Å, their coordination numbers being
close to 1. In contrast, in Sol-3 and Sol-4, there is a complete
loss of the structure, evidencing the existence of an intramo-
lecular hydrogen bond between O24 and H2.

A similar behavior can be noted in the H38(CNS)-O(w) rdfs,
in which the effect of IHB2 is evidenced. Another interesting
aspect is the analysis of the influence of the conformation on
the rdfs of atoms not directly involved in IHBs. The main
conclusion is that, in general, the rdfs of atoms of side groups
(see, for instance, O13(CNS)-O(w) rdf) do not display ap-
preciable changes from one conformer to other. Larger variations
are found in atoms involved in the peptide bonds. Especially
notable is the behavior of Sol-4, in which the height of the
H19(CNS)-O(w) and O9(CNS)-H(w) rdf peaks decrease with
respect to the other conformers. This fact joined to the presence
of IHB1a that, as we have shown above, decreases the solvation
of O24 can help to explain the low relative stability of this
conformer in aqueous solution.

The data gathered in Table 7 permits us to analyze the solvent
influence on the solute geometry. Solvation originates changes
in the bond distances lower than 0.03 Å. The largest variations
are found in the peptide bonds: O-C distances increase, and
C-N distances decrease, and simultaneously, the planarity of
the peptide bond increases slightly in solution. These behaviors
are compatible with an increase in the stability of the charge-
separated form of the peptide bond in water solution. There are
also important variations in the bond distances of atoms involved
in intermolecular hydrogen bonds with water, especially O24
and N30.

Finally, Figure 10 shows the variation of the in-solution
charges with the conformation. Results are very similar to those
obtained for the neutral conformers in gas phase. The main
difference is that the variation of the charges between different
conformations is smaller in solution than in vacuum. The largest
variations (∼ 0.25 e) are found in N1 and N13. These variations
are clearly lower that those found in gas phase. The use of the
same set of charges regardless of the conformation is more
advisable in solution than in vacuum. To check whether the

Figure 9. Radial distribution functions of some of the atoms implied in IHBs (zwitterionic forms).
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chargefluctuationshaveanappreciableeffectonthesolute-solvent
interaction energies and, hence, on the conformational equilib-
rium, we recalculated the energy of the different conformers
using the charges obtained for the others. Variations of the
solute-solvent interaction energy comprised between 5% and
8% were found.

V. Conclusions

In this paper, we have tackled the study of solvent effects on
the conformational stability of a tripeptide. In gas phase, it is
found that the presence of IHBs in CNS modifies the confor-
mational equilibrium with respect to AD, stabilizing PPII

structures that were not stable in AD and reversing the stability
order of C5 and C7eq conformers. In solution, the solvent affects
the conformational equilibrium in several ways: (1) modifying
the number of intramolecular HBs, some of which can be
replaced by intermolecular HBs with the water molecules; (2)
shifting the conformational equilibrium by favoring those
configurations (mainly with PPII structures) with larger
solute-solvent interaction energies; and (3) modifying the
internal energy of the IHBs through changes in the geometry
and charge distribution of the atoms.

There exists a strong trend to replace the IHBs in which O24
is involved by intermolecular HBs with the water molecules.
In fact, structures in which IHB1b is present are not found in
solution, and those structures with IHB1a are strongly desta-
bilized. The same occurs with IHB3. This HB is responsible
for the high stability of C7eq structures in both AD and CNS,
and it is completely broken when we pass to solution. As a
consequence of the transformation of neutral gas phase forms
into in solution zwitterionic forms and the replacing of IHBs
by intermolecular HBs, the stability order in solution is reversed

with respect to the situation found in vacuum. The C5 structure
that was the most stable in gas phase is strongly destabilized in
solution. In contrast, PPII structures (especially those with a
lower number of IHBs) become stabilized. In general, there is
a negative correlation between the internal and the solvation
energies that, in turn, are a function of the number of IHBs.

With respect to IHB2, there is no clear trend. This bond is
responsible for the stabilization of PPII structures in gas phase
but not in solution, in which the SH group does not display a
clear preference between inter- and intramolecular hydrogen
bonds. Structures in which O24 and SH form intermolecular
hydrogen bonds with water molecules are more stable than those
other structures in which these atoms are involved in the
formation of IHBs. However, although the breaking of IHB2
provides an additional stability of only about 0.2-0.4 kcal/mol,
the breaking of IHB1 seems to provide a stabilization of several
kilocalories per mole.

From a comparison of the zwitterionic and protonated
minima, it was concluded that the protonation state does not
introduce important changes in the in-solution relative stability
order. Its main effect is to reduce the energy difference among
the different conformers.
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