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ABSTRACT: The origin of the nonlinear solvatochromic shift of para-nitroaniline was
investigated using a mean-field sequential QM/MM method, with electron transitions computed
at the CASPT2/cc-pVDZ level. Experimental data shows that the solvatochromic shift has a
strong nonlinear behavior in certain solvent mixtures. We studied the case of cyclohexane−
triethylamine mixtures. The results are in good agreement with the experiments and correctly
reproduce the nonlinear variation of the solvent shift. Preferential solvation is clearly observed,
where the local solvent composition in the neighborhood of the solute is significantly different
from the bulk. It is found that even at low triethylamine concentrations a strong hydrogen bond
is formed between para-nitroaniline and triethylamine, and cyclohexane is practically absent from
the first solvation layer already at a molar fraction of 0.6 in triethylamine. The hydrogen bond
formed is sufficiently long-lived to determine an asymmetric environment around the solute molecule. The resulting nonlinear
solvent effect is mainly due to this hydrogen bond influence, although there is also a small contribution from dielectric
enrichment.

■ INTRODUCTION
It is well-known that the thermodynamic and spectral
properties of molecules can be modified in the presence of a
solvent. In particular, the maxima in UV/vis absorption or
fluorescence spectra can be shifted to higher or lower
frequencies when a molecule is immersed in a solvent, a
phenomenon that is known as solvatochromic shift.1 The study
of solvent effects on UV/vis spectra provides an important
insight on the electronic properties of molecules, and on the
nature of the solute−solvent and solvent−solvent interactions;
however, their theoretical study represents an important
challenge, since it requires both an accurate description of
the internal structure of the solute and an appropriate modeling
of the solvent structure and the solute−solvent interactions. As
a first approximation, the solvent effect can be considered
proportional to its polarity, usually described through the
macroscopic dielectric constant and refractive index (or their
polarity functions f(x) = 2(x − 1)/(2x + 1), where x = ε or x =
n2). There are, however, many systems where other factors are
involved such as specific interactions, which are a consequence
of the chemical nature of the solute and solvent molecules,
rather than macroscopic quantities. The most important type of
specific interaction is hydrogen bonding, but there may be
others like π−π stacking, dipole−dipole interactions, σ−hole
bonding, etc.2

The case of solvent mixtures is particularly interesting,
because the overall polarity can be continuously modified by
changing the mixture composition. In an ideal mixture, the
polarity is additive and changes linearly with the molar
fractions, but even in these cases, it can be found that
solvatochromic shifts do not vary linearly with the molar
fractions or with the bulk polarity. This is generally attributed
to “preferential solvation”, where the local composition of the
mixture in the neighborhood of the solute molecule is different

from the bulk composition. Preferential solvation, in turn, can
be due to specific interactions. However, even in the absence of
such specific interactions, a polar solute can induce a change in
the composition of its environment in a process called
“dielectric enrichment”.3

The quantitative description of nonlinear effects in solvent
mixtures is generally done by assuming the establishment of
different solvent−solvent and solvent−solute equilibria, corre-
sponding to the formation of various possible molecular
associations. The observed properties depend on the
proportion of the different associations, and the resulting
parameters are fitted to experimental data.4−6 This approach
can be useful to explore and understand the interactions that
take place in a solvent mixture, but it is lacking in predictive
capability. Simulation methods such as molecular dynamics, on
the other hand, can reproduce the microscopic structure and
features of the solvent mixture, as long as the force field
employed is able to model the different kinds of interactions
present in the system. Purely classical simulations have been
used, for example, to study the nonlinear behavior of the
nuclear Overhauser effect (NOE) in solvent mixtures.7

When studying solvatochromic shifts, however, it is essential
to apply high-level quantum methods for the description of the
electronic states involved. The treatment of nonlinear effects in
solvent mixtures is not straightforward in quantum calculations,
because the most popular solvent models (such as PCM
(polarizable continnum model),8 COSMO (conductor-like
screening model),9 or the SCRF (self-consistent reaction
field) method10) are based on a structureless continuum, and
therefore disregard the microscopic structure of the solvent.11
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The usual ways to overcome this limitation involve including
explicit solvent molecules in the quantum calculation to
describe specific interactions, or using a local or nonuniform
dielectric constant to take into account dielectric enrichment.12

However, these solutions require at least a prior qualitative
knowledge of the effect that one is trying to investigate in order
to set up a correct calculation. More appropriate are methods
that do not reduce the solvent to a structureless continuum but
keep an atomistic description of the solvent molecules, usually
through molecular mechanics models. However, for the study
of electronic transitions, high-level quantum methods must be
used for the quantum calculations, which often precludes the
use of conventional QM/MM methods, as they would demand
too high a computational effort. A group of QM/MM methods
that apply what is generally known as the mean field
approximation have proved to be a very efficient and successful
choice for this kind of study, since they allow the number of
quantum computations needed to be drastically reduced while
retaining most of the details of the solvent structure (see the
recent works by Yamamoto et al.13,14). In this group, we can
also include RISM-SCF15,16 (reference interaction site model
self-consistent field) or OFE/RISM17,18 (orbital-free embed-
ding RISM), S-QM/MM combined with ASEC19,20 (sequential
QM/MM, averaged solvent electrostatic configuration), and
ASEP/MD21−23 (averaged solvent electrostatic potential from
molecular dynamics), the latter of which has been developed in
our research group.
In this work, we will study the nonlinear solvatochromic shift

of the first absorption band of para-nitroaniline (PNA) in a
mixture of two solvents of similar low dielectric constant,
cyclohexane (CH) and triethylamine (TEA). The structure of
PNA contains both an electron-donating and -withdrawing
group, connected through an aromatic ring, so that the first
absorption band leads to an excited state of intramolecular
charge transfer character, with a high dipole moment. The large
increase in dipole moment during the transition makes its
energy quite sensitive to the solvent polarity and other changes
in the solute environment, so it is a good target for solvent
effect studies. Although CH and TEA are characterized by
similar dielectric constants, they differ in a key aspect: the TEA
molecules can act as hydrogen-bond acceptors, allowing the
formation of these specific interactions with the PNA
molecules, as discussed by other authors.24,25

Our goal in this work is to answer the following questions: Is
there preferential solvation in this system? Is this preferential
solvation related to the formation of hydrogen bonds between
PNA and TEA? Which is the role of dielectric enrichment? Is
preferential solvation responsible for the nonlinear behavior?
By answering these questions, we also expect to prove the
ability of ASEP/MD (and similar methods) to describe the
nonlinear effects that occur in solvent mixtures, without
introducing additional empirical parameters or assumptions.

■ METHODS AND DETAILS
Solvent effects on the PNA absorption were calculated with the
ASEP/MD (average solvent electrostatic potential from
molecular dynamics) method. This is a sequential quantum
mechanics/molecular mechanics (QM/MM) method imple-
menting the mean field approximation. It combines a high-level
quantum mechanics (QM) description of the solute with a
classical molecular mechanics (MM) description of the solvent,
such that QM and MM calculations are not simultaneous but
sequential. Since it makes use of the mean field approximation,

the solvent effect is introduced into the solute’s wave function
as an average perturbation. Details of the method have been
described in previous papers,21−23 so here we will only present
a brief outline.
As mentioned above, ASEP/MD is a method combining QM

and MM descriptions. During the MD simulations, all
molecules are represented with a classical force field, the
intramolecular geometry of the solute is considered fixed, and
its electron distribution is represented through point charges.
From the resulting simulation data, the average electrostatic
potential generated by the solvent molecules on the space
occupied by the solute (ASEP) is obtained. This potential is
introduced as a set of external point charges into the molecular
Hamiltonian of the solute molecule. By solving the associated
Schrödinger equation, one gets a new charge distribution for
the solute. The new charge distribution can be used in another
MD simulation, and this iterative process is repeated until the
electron distribution of the solute and the solvent structure
around it are mutually equilibrated.
The ASEP/MD framework can also be used to optimize the

geometry of the solute molecule.26 At each QM calculation, the
gradient and Hessian on the system’s free-energy surface
(including the van der Waals contribution, from the MM force
field) can be obtained, and thus, they can be used to search for
stationary points on this surface by some optimization method.
In the computation of the gradient and Hessian, the free-energy
gradient method27 is used, with the incorporation of the mean
field approximation to reduce the number of quantum
calculations needed. In this way, after each MD simulation,
the solute geometry is optimized within the fixed “average”
solvent structure by using the free-energy derivatives. In the
next MD simulation, the new solute geometry and charge
distribution are used. This approach allows the optimization of
the solute geometry in parallel to the solvent structure.
For calculating vertical transition energies, the Franck−

Condon principle is assumed. The iterative process is only
performed on the initial state of the transition (the ground state
for absorption); i.e., the charge distribution and the energy
derivatives of the solute are calculated for the initial state’s wave
function. Once the equilibrium solvation of the initial state is
obtained, the final energies of the different electronic states are
calculated with a frozen solvent model; that is, all states are
computed within the same set of external point charges
representing the solvent and with a static solute geometry.
With the transition energies calculated in solution (ΔE) and

in the gas phase (ΔE0), the solvatochromic shift δ can be
obtained as the difference

δ = Δ − Δ
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where the subindices ex and g denote the excited and ground
state states of the transition, ĤQM is the QM Hamiltonian of the
solute at the in-solution geometry, without the solute−solvent
interaction, V̂, and ĤQM

0 is the QM Hamiltonian at the gas-
phase geometry; Ψ and Ψ0 are, respectively, the wave functions
optimized in solution and in the gas phase. ΔEne collects the
contribution of the non-electrostatic solute−solvent interaction
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terms to the transition energy in solution. The total solvent
shift can be partitioned in different contributions, namely, a
geometry contribution δgeo, an electronic distortion contribu-
tion δdist, an electrostatic solute−solvent contribution δint, and a
non-electrostatic contribution δne. If we introduce Ψ′ as the
wave function optimized for the ĤQM Hamiltonian (the
geometry in solution but without solute−solvent interaction):

δ δ δ δ δ

δ

δ

δ

δ

= + + +

= ⟨Ψ′ | ̂ |Ψ′ ⟩ − ⟨Ψ | ̂ |Ψ ⟩
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Thus, δgeo is the solvent shift due to the change in geometry
between gas phase and solution, δdist corresponds to the
difference in the solvent-induced wave function distortion
energy between the excited and ground states, and δint
corresponds to the difference in solute−solvent electrostatic
interaction energy. The van der Waals component of the
interaction energy is included in δne, but we adopt the
approximation of considering it constant for all electronic states
of the solute, and therefore, it vanishes when vertical transition
energies are considered.
Computational Details. The geometry of PNA was

optimized in the gas phase and in solution with the MP2
method, using Dunning’s cc-pVDZ basis set. All calculations in
solution, including geometry optimization, were done with the
ASEP/MD method. All transition properties were computed
with multiconfigurational methods and the same basis set. First,
the complete active space self-consistent field (CASSCF)
method28 was applied, by including all configurations resulting
from the distribution of 12 electrons in 10 orbitals. The active
space was the complete π system, comprising the perpendicular
atomic p valence orbitals of the 10 heavy atoms. The orbitals
were optimized with a state-average (SA) of the first five singlet
states, with equal weights. It is known that, in order to obtain
accurate transition energies, it is necessary to include the
dynamic electron correlation in the quantum calculations,
which we did with the complete active space second-order
perturbation (CASPT2) method,29,30 using the SA(5)-
CASSCF(12,10) wave function as a reference. To facilitate
comparison with experimental values, we report here only
results obtained without applying the IPEA (ionization
potential − electron affinity) shift to the zeroth-order
Hamiltonian.31 As it has been found and discussed in other
works,32−36 the difference between the IPEA-shifted and non-
IPEA-shifted results is almost constant, and the conclusions are
hardly affected by this choice. To minimize the appearance of
intruder states, an additional imaginary shift of 0.1iEh was used.
No symmetry was assumed in any case.
The MD simulations were carried out with rigid solvent and

solute molecules. Test simulations with flexible solvent
molecules showed that both species maintain their selected
conformations in a great extent throughout the simulation time.
Lennard-Jones parameters and solvent atomic charges were
taken from the OPLS-AA (optimized potentials for liquid

simulations, all atoms) force field,37 and solute atomic charges
were calculated from the quantum calculations through a least-
squares fit to the electrostatic potential obtained at the points
where the solvent charges are located. The geometry of the
solvent molecules, cyclohexane (in chair conformation) and
triethylamine, was optimized in the gas phase, at the MP2/cc-
pVDZ level. A cubic simulation box of approximately 35 Å sides
was used in all cases, with a single PNA molecule and a variable
number of CH and TEA molecules, depending on the desired
molar fraction in TEA (XTEA, see Table 1). Simulations were

performed with periodic boundary conditions in the NVT
ensemble, using a constant density calculated by linear
interpolation between the experimental densities of the pure
solvents, and the temperature was fixed at 298.15 K with a
Nose−́Hoover thermostat. Spherical cutoffs were used to
truncate interatomic interactions at around 12.6 Å, and long-
range interactions were calculated using the Ewald sum
technique. A time step of 0.5 fs was used during the
simulations, and each one was run for 50 ps after 25 ps of
equilibration.
At each step of the ASEP/MD procedure, 500 configurations

evenly distributed from the MD run were used to calculate the
ASEP. The charges from each solvent molecule were kept
explicitly whenever the molecule’s center of mass was closer
than 9 ao to any solute nucleus; the effect of the farther
molecules was included in an additional shell of fitted charges.
Each ASEP/MD run was continued until the energies and
solute geometry and charges were stabilized for at least five
iterations (10−15 iterations in total), and results are reported
as the average of these last five iterations, corresponding to an
effective simulation time of 250 ps (after equilibrium).
For in solution calculations, a development version of the

ASEP/MD software22 was used. All quantum calculations were
performed with Molcas 6.4.38 All MD simulations were
performed using Moldy.39

■ RESULTS AND DISCUSSION
The geometry of the PNA ground state was optimized in the
gas phase as well as in the different solvents and mixtures
studied in this work. The main geometric parameters in the gas
phase and in the two pure solvents cyclohexane (CH) and
triethylamine (TEA) are listed in Table 2, and the structure and
atom numbering of the solute are displayed in Figure 1. For
comparison, in Table 2, we also show the experimental values
obtained from the crystallographic structure.40 It can be seen
that there are two fundamental differences between the
computed geometry in the gas phase and the experimental
geometry in the crystal. First, in the crystal, the bonds C4−N9,

Table 1. Number of Molecules of Each Solvent, Cyclohexane
(CH) and Triethylamine (TEA), Used in the Simulations for
the Different Compositions Studied, Identified by Their
TEA Molar Fraction Values, XTEA

XTEA CH TEA

(CH) 0.00 250 0
0.09 215 20
0.21 170 45
0.42 125 90
0.60 85 130
0.79 45 170

(TEA) 1.00 0 195
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C2−C3, and C1−N10 are shorter than in gas phase, and second,
the NH2 group is coplanar with the rest of the molecule in the
crystal, while in the gas phase it is predicted to be
pyramidalized. These differences can be attributed to the
intermolecular interactions present in the crystal, where the
molecules have a head−tail orientation,41,42 which favors a
quinoidal resonant form, as shown in Figure 2.

In CH solution, the geometry of PNA is predicted practically
identical to the gas phase, due to the very weak electrostatic
interactions between solute and solvent. On the contrary, when
the geometry is optimized in TEA, the geometry resembles
more the crystal structure (lengthened C2−C3 bond, more
planar NH2). The TEA molecules can act as hydrogen bond
acceptors stabilizing the quinoidal resonant structure,43 which is
manifested in an increased dipole moment as well. Similar
changes in the optimized geometry are found when the solvent
polarity is increased; in this case, a more polar solvent favors

structures with charge separation, such as the quinoidal
structure of Figure 2, even in the absence of hydrogen
bonding.44,45 A significant feature of our results in TEA
solution is the different lengths of the two N−H bonds; the
TEA molecules are bulky, and the formation of a second
hydrogen bond is difficult. Furthermore, the hydrogen bonds
formed with PNA are strong enough that a single solvent
molecule remains bonded to one of the hydrogens during most
of the simulation, which results in the observed asymmetry of
the NH2 group. This will be further discussed later on.
Next, the five lowest singlet electronic states of PNA were

computed in the gas phase at the optimized ground state
geometry. Their relative energies and dipole moments are
shown in Table 3. The experimental gas-phase absorption

spectrum of PNA is dominated by a band at 4.24 eV.46 This
band is in good agreement with the calculated S0 → S2
transition, both in position and intensity (oscillator strength).
The CASPT2//MP2/cc-pVDZ predicted value for the S0 → S3
transition is also in relatively good agreement with the
experimental band located at 5.66 eV. These results show
that the main features of the PNA spectrum in the gas phase are
well reproduced by the present calculations. EOM-CCSD/
6-31+G* calculations performed by Kosenkov and Slipchen-
ko47 gave very similar values. We note that other authors have
already shown that the inclusion of diffuse functions does not
significantly change the results, since the transitions studied are
limited to valence states.45

The S0 → S2 transition corresponds to a π → π* excitation,
with a significant charge transfer character, where electron
density is displaced from the amino nitrogen to the nitro group,
as can be seen in Figure 3. This makes the corresponding
absorption band very sensitive to solvent polarity, and indeed, a
strong solvatochromic shift is observed experimentally in polar
solvents.46,48,49

In this work, we are mainly interested in the solvatochromic
shift suffered by the S0 → S2 band in solvent mixtures, in
particular in mixtures of cyclohexane and triethylamine. In
Table 4, we show the calculated values for the most intense
absorption of PNA in the different solvent mixtures studied. We
note that in solution the active transition is S0 → S1; i.e., the
charge transfer state that appears as S2 in the gas phase is
stabilized and becomes the lowest excited state, S1, even in
cyclohexane.
It is clear from Table 4 that absorption energies in solution

are overestimated compared to the experimental values. The
negligible solvatochromic shift obtained in pure CH (XTEA =
0.00) with respect to the gas phase value is expected, since the
ASEP/MD method includes only electrostatic interactions and
solute polarization in the computation of transition energies,
and these contributions are practically zero in CH. The
experimental solvatochromic shift (3.87 vs 4.24 eV) is therefore

Table 2. Main Geometrical and Dipolar Parameters of PNA
in the Ground State in the Gas Phase, in Two Solvents, and
in the Crystal Structurea

gas CH TEA crystal (exp.)40

C1−C2 1.400 1.399 1.401 1.39
C2−C3 1.399 1.399 1.398 1.37
C3−C4 1.413 1.412 1.416 1.41
C4−N9 1.400 1.398 1.386 1.35
N9−H 1.018 1.018 1.022, 1.019 1.01
C1−N10 1.475 1.473 1.469 1.45
N10−O 1.233 1.233 1.234 1.23
ϕ(H−N9−C4−C3) 29.4 29.2 25.9 0
μ 5.70 5.72 6.93

aBond distances in an̊gströms, dihedral angle in degrees, and dipole
moment in debyes.

Figure 1. Atom numbering of the para-nitroaniline molecule.

Figure 2. Main resonance structures of para-nitroaniline. Left,
canonical; right, quinoidal.

Table 3. Absorption Energies (ΔE, in eV), Oscillator
Strengths ( f), and Dipole Moments (μ, in D) of PNA in the
Gas Phase, Calculated at the CASPT2//MP2 Level

ΔE f μ ΔE (exp.)46

S0 0.00 5.11
S1 4.32 0.003 5.14
S2 4.33 0.316 11.47 4.24
S3 5.81 0.016 2.89 5.66
S4 6.45 0.045 2.68
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attributed to other interactions present in the system but
considered constant in our method, such as dispersion, solvent
electronic polarization, or solute−solvent electron exchange.
The overestimation in the absorption energy is the same in
TEA, meaning that the difference between CH and TEA, 0.3
eV, is very well reproduced by the theoretical calculations. This
indicates that the error in the TEA calculation can be assigned
to the same reasons mentioned above. In particular, the effect
of dispersion and solvent polarization can be related to the
refractive index of the solvent, and this quantity is very similar
for both CH (1.43) and TEA (1.40); therefore, the error in
both solvents is comparable.
Consequently, it is appropriate to analyze the shift of all the

different solutions with respect to pure cyclohexane. In Figure
4, this solvent shift is represented for all the calculated mixtures
along with the experimental values. In the figure, we have also
represented the curve predicted by the dielectric enrichment
model from ref 24; this model considers the effect of the
change of solute dipole moment upon excitation in the mixture
of solvents. The observed nonlinear behavior is correctly
reproduced by the ASEP/MD calculations, while the dielectric
enrichment model predicts too weak a nonlinearity. The latter
fact is expected, given that the difference in dielectric constant
between the two solvents is quite small (2.02 for CH, 2.42 for
TEA).

The total solvatochromic shift can be partitioned, according
to eq 2, into geometrical change, electronic distortion, and
solute−solvent interaction. The resulting values in pure TEA
solution are δgeo = −0.06, δdist = 0.05, and δint = −0.28, for a
total shift of δ = −0.30. Most of the shift is due to the difference
in solute−solvent interaction between the ground and excited
states (δint), while the geometrical and electronic components
are much smaller, and practically cancel each other. Therefore,
the rest of the discussion will be centered on the solute−solvent
interaction, as the changes in the solute geometry and electron
distribution have only a very limited effect on the absorption
energies.
Other authors have suggested that the use of a purely

electrostatic embedding in the quantum mechanical calcu-
lations, as used in this work, can create numerical instabilities,
that manifest in a high dependence of the solvatochromic shift
result on the basis set employed (see ref 18 and references
therein). To check this possibility, we have performed test
calculations with two additional basis sets. For this test
calculation, the cc-pVDZ basis set, used in the rest of this
work, yields a shift of −0.25 eV (this value does not include the
δgeo component). Under the same conditions, the results with
6-31G** and cc-pVTZ basis sets are, respectively, −0.25 and
−0.23 eV. This shows that our results are quite stable to a
change of basis set.
To determine the reasons behind the nonlinear trend in the

solvatochromic shift, we first analyzed the composition of the
solvation shell around the solute. In the system configurations
extracted from the molecular dynamics simulations, we counted
the number of molecules of each solvent species located at less
than a given distance of the solute. We define this “distance” as
the distance between any solute atom and the center of mass of
the solvent molecule. The resulting local composition of the
solvent, for a varying distance, is shown in Figure 5. For all the
studied mixtures, the local TEA concentration near the solute
molecule (YTEA) is significantly larger than the bulk
concentration (XTEA), up to a distance of around 5 Å. This
proves that there is actually preferential solvation in this system.
Maitra and Bagchi25,50 propose a formula that permits one to

calculate the local molar fraction YTEA from the experimental
values of the transition energies:

Figure 3. Electron density difference between the S0 and S2 states at
the ground-state optimized geometry, in the gas phase. The electron
density is higher in S0 in the red regions and higher in S2 in the blue
regions. Isosurfaces drawn at a value of 0.003 e/ao

3.

Table 4. Absorption Energy, in eV, to the S1 State (Most
Intense) of PNA in Mixtures of CH and TEA of Different
Compositions

XTEA ΔE exp.46

(CH) 0.00 4.32 3.87
0.09 4.16
0.21 4.13
0.42 4.08
0.60 4.05
0.79 4.04

(TEA) 1.00 4.03 3.56

Figure 4. Relative shift, with respect to pure cyclohexane, of the main
absorption band of PNA in mixtures of CH and TEA of varying
composition (XTEA). Black circles: ASEP/MD calculated values (this
work). White circles: experimental values (ref 24). Continuous curve:
dielectric enrichment behavior (ref 24).
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where ΔE(x) is the transition energy obtained for a bulk molar
fraction x. The values provided by this equation are represented
as black circles in Figure 5. All of them correspond to molar
fractions found at distances between 3.7 and 4.0 Å around the
solute molecule, which can be considered as the size of the first
solvation shell.
As seen before, the nonspecific interactions responsible for

the dielectric enrichment are not enough to account for the
observed solvatochromic shifts. We therefore look for more
specific interactions, and hydrogen bonds are the most
conspicuous ones in this system, where they can be formed
between the NH2 group of PNA and the N of TEA. In Figure 6,

we show the radial distribution functions of TEA nitrogen
atoms around the two NH2 hydrogens of PNA in pure TEA.
Although the two hydrogens are chemically equivalent, the
environment around a single molecule is not symmetric and
therefore the two hydrogens show quite different radial
distribution functions. One of the hydrogens has a maximum
at around 2.0 Å and the other at 3.2 Å. When the configurations
are examined, it is seen that both peaks are due to a single TEA
molecule, which is located at the corresponding distance from
the two solute hydrogens. The reason for this asymmetry can
be found in two facts. First, the TEA molecules are bulky and
steric hindrance prevents two TEA molecules from forming a

hydrogen bond with each hydrogen atom. Second, the
hydrogen bond formed is strong enough to be conserved
during most of the simulation time, so that there’s almost no
displacement of TEA from one hydrogen to the other. Another
consequence of the asymmetric environment can be found in
Table 2, where the two N9−H bonds have different lengths in
TEA solution.
The asymmetric environment around the solute is found

even when the simulations are performed with a perfectly
symmetric solute geometry and charge distribution. This shows
that the asymmetry introduced by a TEA molecule bonding to
one of the amino nitrogens is relatively long-lived.
When we represent the average of the rdf’s obtained for both

amino hydrogens, and accounting for the relative concentration
of TEA, we obtain very similar curves for all the studied values
of XTEA. As an example, in Figure 7, we show some of these

rdf’s; it can be seen that the two peaks below 4 Å are very
similar in all cases. In all solvent mixtures, the first peak is due
to a single TEA molecule hydrogen-bonded to the solute, as
given in Table 5. Careful examination of the configurations

shows that the second peak is due to the same TEA molecule
but with respect to the other hydrogen atom of the amino
group. Therefore, the two peaks actually correspond to one
TEA molecule located at different distances from the two
hydrogen atoms. This is confirmed by integration of the N···N
rdf (Figure 8), which gives also approximately 1 molecule for
the first peak. It is interesting to note that this first peak extends
approximately up to 4 Å, which agrees with the size of the first
solvation shell defined from the local molar fractions (see
Figure 5).
In summary, even at the lowest TEA concentrations, a strong

hydrogen bond is formed between the PNA solute molecule

Figure 5. Local composition of the solvent (YTEA) around the PNA
molecule as a function of the distance r (see text). Each curve
corresponds to a different bulk solvent composition (XTEA), which is
indicated on the right edge. The values of YTEA obtained with eq 3 are
indicated with circles.

Figure 6. Radial distribution function of TEA N atoms around the
amino group hydrogens of PNA, in pure TEA as solvent. Continuous
and dashed lines correspond to the two chemically equivalent
hydrogens.

Figure 7. Average radial distribution function of the two amino group
hydrogens of PNA, in solutions with XTEA = 0.21 (solid line), XTEA =
0.60 (dashed line), and XTEA = 1.00 (dotted line). The rdf has been
scaled by XTEA to facilitate comparison between different solvent
compositions. As a consequence, the long-distance value of each line is
XTEA and not 1 as usual in rdf’s.

Table 5. Coordination Numbers Calculated by Integrating
the First Peak, up to ∼2.9 Å, of the Average H···N rdf

XTEA n

0.09 0.98
0.21 1.05
0.42 0.98
0.60 0.97
0.79 1.07

(TEA) 1.00 1.01
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and a TEA solvent molecule. This specific interaction accounts
for most of the observed preferential solvation. To determine
whether this hydrogen bond is also responsible for the
important solvatochromic shift, we partition the solute−solvent
interaction energy by solvent molecule.
After the normal ASEP/MD procedure has been carried out,

the solute atomic charges are obtained for both the S0 and S1
states and their interaction with each solvent molecule in each
configuration is computed classically. The difference between
the interaction energies using the charges representing the
excited and ground states gives the contribution of the
interaction with each solvent molecule to the solvatochromic
shift. The results, averaged over all configurations, are shown in
Table 6, where it can be seen that the interaction with the first

TEA molecule, which forms a hydrogen bond with the NH2
group, contributes around −0.13 eV to the solvatochromic
shift. This value represents practically the total shift in the
lowest TEA concentrations, and around half of the total shift in
pure TEA. The fact that the contribution of the first molecule
remains almost constant at all concentrations confirms that the
structure of the hydrogen bond hardly changes, as was found
when analyzing the rdf’s.
To separate the effect of the first molecule, we calculate again

the variation of the local solvent composition around the solute
molecule but now ignoring the TEA molecule that forms a
hydrogen bond with the PNA. The result is displayed in Figure
9. The conclusion is that for all solvent mixtures except XTEA =
0.09 there is still a local increase of TEA concentration near the
solute, and therefore that there is a preferential solvation effect
that goes beyond the effect of the hydrogen bond.

In line with this, the contribution of the second molecule to
the solvatochramic shift (Table 6) increases with the TEA
concentration; this is due to the fact that the location of this
second molecule is not as fixed as in the case of the first
molecule, and it is found (on average) at shorter distances in
the higher concentrations, which results in a larger contribu-
tion. The increase in the last column is due to the increasing
number of TEA molecules in the simulation box. It is worth
noting that these two effects show a nonlinear behavior too;
there is a saturation effect when the TEA concentration
increases.
To illustrate this, in Figure 10, we represent the three-

dimensional average distribution of solvent molecules around
the solute. It can be observed how at low TEA concentration a
single TEA molecule is located near the NH2 group. When the
concentration increases, most TEA molecules are still located
around the amino end, but the regions with an important CH
density shrink, indicating that TEA molecules are partly
occupying that volume. Already at XTEA = 0.60, the CH
molecules practically disappear from the first solvation shell.
Another analysis was carried out, but now partitioning the

interaction energy component δint by chemical groups of the
PNA molecule: the amino group, the nitro group, and the
phenyl ring. With the same atomic charges for the two
electronic states obtained above, we compute the interaction
energy with the complete set of point charges representing the
solvent in the ASEP/MD method. The interaction energy
difference between the ground and excited states gives the total
electrostatic contribution to the solvatochromic shift, and this
can be partitioned by groups. It should be emphasized that the
partition is only performed a posteriori, as an analysis tool, all
calculations were done with the full QM/MM model. The
result is shown in Figure 11. The phenyl group is practically
inert and does not contribute significantly to the solvatochro-
mic shift; its interaction with the solvent is almost unchanged
between the ground state and the excited state. The nitro group
has a slightly larger contribution, but the main effect comes
from the interaction of the amino group. The negative sign
indicates that the interaction of the amino group is stronger in
the excited state than in the ground state, which is in agreement
with the loss of electron density that occurs during the
absorption (see Figure 3): the strength of the hydrogen bonds
with TEA molecules is enhanced.
The interaction energy partitions, therefore, confirm that the

formation of hydrogen bonds with TEA solvent molecules is
the most important contribution to the solvatochromic shift.
The observed nonlinear behavior can be attributed to a

Figure 8. Radial distribution function of TEA N atoms around the
amino nitrogen of PNA, in solutions with XTEA = 0.09 (solid line),
XTEA = 0.42 (dashed line), and XTEA = 1.00 (dotted line). The rdf has
been scaled by XTEA to facilitate comparison between different solvent
compositions. As a consequence, the long-distance value of each line is
XTEA and not 1 as usual in rdf’s.

Table 6. Contribution to the Electrostatic Component of the
Solvatochromic Shift, in eV, of the Two TEA Molecules
Closest to the NH2 Group of the Solute, and All the Other
Molecules, at the Different TEA Concentrations

XTEA first second third−nth

0.09 −0.13 0.00 −0.01
0.21 −0.11 −0.01 −0.03
0.42 −0.14 −0.03 −0.05
0.60 −0.13 −0.03 −0.08
0.79 −0.14 −0.05 −0.09

(TEA) 1.00 −0.14 −0.04 −0.11

Figure 9. Same as Figure 5 but not counting the TEA molecule that
forms the hydrogen bond with PNA.
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combination of two factors: the strong hydrogen bond that
forms even at very low TEA concentrations and some
additional preferential solvation of TEA around the solute,
the importance of this second factor being relatively minor.

■ CONCLUSIONS
The solvatochromic shift of the first absorption band of para-
nitroaniline in mixtures of cyclohexane and triethylamine has
been studied with a QM/MM method that applies the mean
field approximation. The absorption energy changes nonlinearly
with the solvent composition, closely matching the exper-
imental behavior.
The electrostatic interaction between the amino group of the

solute and the solvent accounts for the most part of the
solvatochromic shift between cyclohexane and triethylamine.
This is rationalized by the formation of a hydrogen bond where
PNA acts as a proton donor and TEA as an acceptor, and this
hydrogen bond is stronger in the excited state than in the
ground state, which causes the bathochromic shift.
The hydrogen bond formed between the TEA and PNA

molecules is long-lived and, given the size of the TEA molecule,
which hinders the formation of a second hydrogen bond,
determines an asymmetric environment around the solute PNA
molecule.
In CH/TEA mixtures, it is found that the PNA−TEA

hydrogen bond is formed even at the lowest TEA
concentrations, which gives rise to the observed nonlinear
behavior, as a small quantity of TEA added to the mixture can
induce a relatively large solvatochromic shift.
It is therefore demonstrated that the nonlinearity in this

system is mainly caused by preferential solvation due to the
existence of specific interactions (hydrogen bonds), and not to

the more general dielectric enrichment, in agreement with what
had been suggested by previous studies.24 While other authors
could only proceed by elimination of dielectric enrichment to
explain the experiments, in this work, the molecular reasons
behind the experimental results have been directly observed.
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